Abstract: Randomized evaluations of interventions that may improve the efficiency of US healthcare delivery are unfortunately rare. Across top journals in medicine, health services research, and economics, less than 20 percent of studies of interventions in US healthcare delivery are randomized. By contrast, about 80 percent of studies of medical interventions are randomized. The tide may be turning toward making randomized evaluations closer to the norm in healthcare delivery, as the relevant actors have an increasing need for rigorous evidence of what interventions work and why. At the same time, the increasing availability of administrative data that enables high-quality, low-cost RCTs and of new sources of funding that support RCTs in healthcare delivery make them easier to conduct. We suggest a number of design choices that can enhance the feasibility and impact of RCTs on US healthcare delivery including: greater reliance on existing administrative data; measuring a wide range of outcomes on healthcare costs, health, and broader economic measures; and designing experiments in a way that sheds light on underlying mechanisms. Finally, we discuss some of the more common concerns raised about the feasibility and desirability of healthcare RCTs and when and how these can be overcome.
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I. Introduction and Summary

The US healthcare system has been characterized by high and rapidly rising healthcare costs. Healthcare spending has grown from about 5 percent of the economy in 1960 to 17.2 percent in 2012 (Centers for Medicare and Medicaid Services, 2012). In recent years, increasing attention has been paid to ways to slow the growth of medical expenditures. One particular area of focus is improving the efficiency of healthcare services, which has commonly been posed as the “triple aim”: reducing costs, improving health and improving patient experience (Berwick, Nolan, & Whittington, 2008).

This paper focuses on opportunities for high-impact randomized evaluations of efforts to improve the efficiency of healthcare delivery in the United States. Randomized evaluations—also commonly referred to as randomized controlled trials, or RCTs, are routinely used to test new medical innovations, particularly new drugs. For good reason, they are widely considered to be the “gold standard” of evidence.

When RCTs are conducted in healthcare delivery, they have enormous influence, due to the simplicity, transparency, and credibility of their design. For example, two randomized evaluations of the impact of health insurance have had outsized influence in the voluminous academic literature and public policy discourse on health insurance reform. The RAND Health Insurance Experiment—a randomized evaluation of the impact of consumer cost-sharing conducted in the 1970s—is still widely held to be the gold standard of evidence for predicting the likely impact of health insurance design on medical spending. The Oregon Health Insurance Experiment—a 2008 randomized evaluation of Medicaid coverage for low-income uninsured adults—has dispelled some claims of leading public policy figures and healthcare experts—such as the claim that Medicaid had no proven benefits, or that Medicaid would reduce use of the emergency room—and has corroborated others—such as the claim that Medicaid increased use of healthcare, including primary care and preventive care, and increased healthcare spending. It has been the subject of numerous front-page articles and opinion pieces as well as the primary input into several government reports on the impact of expanding Medicaid under the Affordable Care Act (ACA).

RCTs are also unparalleled in their ability to produce surprising results that must be taken seriously. For example, we describe below a randomized evaluation of the effect of offering concurrent palliative care to metastatic lung cancer patients (Temel et al., 2010). It found that offering concurrent palliative care in addition to standard care improved self-reported quality of life, which is perhaps not surprising. More surprisingly, it also found that concurrent palliative care increased survival while reducing aggressive end-of-life care. A similar finding in a non-experimental setting would doubtless raise concerns about potential unobservable differences between those seeking concurrent palliative care and those not seeking concurrent palliative care that might be spuriously producing the result.

Unfortunately, there is only limited use of RCTs to test innovations in US healthcare delivery—such as changing who provides care and how, what standard of care is offered or incentivized, how payments are done, what information is conveyed and how, what cost patients face for receiving care, how to engage and coach patients in self care, and so on. Across top journals in medicine, health services research, and economics, less than 20 percent of studies of interventions in US healthcare delivery are randomized. By contrast, in top medical journals, about 80 percent of studies of US medical interventions are randomized.

Fortunately, the tide may be turning on RCTs in healthcare delivery. A number of recent policy reforms have given providers increasing “skin in the game,” making them the residual claimant on cost savings or imposing financial penalties for low quality. This will likely create even greater incentives among healthcare providers, health insurers, large employers, and state and local governments to understand what is most effective at improving the efficiency for healthcare delivery. At the same time, a number of new developments have increased the feasibility of conducting RCTs on US healthcare delivery—including the
increasing ability of using administrative data and information systems to conduct low-cost, high-quality RCTs with both quick turnaround on initial impact as well as the possibility of long-term follow up, and a number of new funding opportunities for RCTs on US healthcare delivery.

To encourage high-impact RCTs in this area, we discuss some of the optimal design features of RCTs on US healthcare delivery. We begin by surveying the nature of existing RCTs on US healthcare delivery, concentrating on the ones in top medical journals, where they are disproportionately to be found. We find that most existing RCTs on US healthcare delivery are relatively small, with a median sample size of around 500 patients. Most are patient-level randomizations testing a single (usually multi-faceted) intervention against the control (status quo). They tend to rely heavily on primary data collection—very few rely solely on pre-existing administrative data—and to examine effects over a time horizon of one year or less. Most focus on health outcomes, and only a minority looks at healthcare use or costs; even fewer look at both health outcomes and healthcare use or costs.

We suggest a number of design choices that can improve the feasibility and impact of RCTs on US healthcare delivery. We are of course cognizant that there are many challenges in conducting research of all kinds—including RCTs. Our primary conclusion that more RCTs are needed in field of healthcare delivery should not be overshadowed by the discussion of elements of ideal design. However, in many cases, these design elements are achievable. To emphasize this, we highlight through “spotlights” a few examples of RCTs on healthcare delivery interventions that achieved some of the objectives we outline, or illustrate the challenges faced by RCTs that did not.

Our main recommendations are:

1. **Take advantage of existing administrative data.** The field of healthcare delivery is ripe with detailed, reliable, and existing administrative data that enable researchers to study the impact of their intervention on a broad range of outcomes, including healthcare costs and health outcomes. Administrative data offer the potential to do high-quality, low-cost, rapid turnaround RCTs. They also make long-term follow up (including over the course of subsequent decades) much more feasible.

2. **Measure a wide range of outcomes.** Ideally an RCT would examine impacts on both healthcare costs and health outcomes, as well as on broader economic outcomes where relevant (such as employment or participation in other government transfer programs). Additionally they would try to measure any effects (positive or negative) of the intervention on non-targeted outcomes, as well as how the targeted behaviors evolve after the intervention has ended.

3. **Design RCTs to illuminate mechanisms.** Research may have the largest impact when it sheds light on the underlying mechanism behind the impact of a program. This is somewhat different than trials of medical technologies where it is often sufficient to know that a treatment is effective even if the underlying mechanism is not yet clear. In healthcare delivery, however, the interventions are often multi-faceted, specific to the original setting, and cannot be as easily reproduced as a drug or a device. This means a deeper understanding of the mechanism of action is very helpful to other institutions looking to adopt aspects of a successful program.

We consider some common concerns about the feasibility and desirability of RCTs on healthcare delivery. We discuss circumstances in which they are and are not likely important. Ethical concerns about rationing are important to consider, but for many healthcare delivery innovations logistical or financial capacity constraints create oversubscription in the program and hence require some form of rationing. In some such cases, randomization may actually be preferred on ethical grounds. Similarly, uncertainty about the impacts of a program can make randomization particularly appealing during a gradual phase in period. Time and
cost considerations are also often cited as a concern with RCTs, but these are inherent costs of research—not of RCTs in particular—and we suggest some design elements that can reduce both costs and time lags.

Finally, to underscore our claims to the feasibility of RCTs, we conclude by suggesting a few specific examples of important questions in healthcare delivery that could be fruitfully answered via an RCT. We emphasize through these examples that RCTs can be used to provide important evidence on the impact not only of patient-level interventions but also of organization- or system-wide interventions, such as the impact of hospital management or provider payment reforms.

The importance of understanding how to improve efficiency in a sector that accounts for almost one-fifth of the economy and an even larger share of public sector budgets, and that literally affects the lives of every person in the country, is unquestioned. The value of RCTs to provide transparent and compelling evidence of the impact of interventions is unparalleled. This paper emphasizes the myriad opportunities to engage in low-cost, short turnaround, high-impact RCTs that can deepen our understanding of how to improve the efficiency of the US healthcare sector. We are optimistic that the use of RCTs in the study of US healthcare delivery will soon be closer to the norm rather than the exception, just as they are in drug trials and other medical interventions, and increasingly in other areas of social policy, such as US education policy and poverty reduction in developing countries.
II. The Value of Randomization

It is not always obvious what the effect of a given policy is. For example, what is the impact of covering the uninsured with health insurance? Comparisons of the insured and the uninsured often indicate that those with insurance are in worse health than those without insurance (see e.g. Finkelstein et al. 2012 Appendix). Would it be right to conclude therefore that health insurance makes individuals sicker? Or, more reasonably, are individuals who are in poor health more likely to seek out health insurance?

Of course, this inference problem is well understood, and sensible researchers can (and usually do) try to control for any observable differences between groups that they are comparing, which may be responsible for the differences in outcomes being studied. Richer data allows us to observe and adjust for more differences, but it remains the case that one set of people chose to (and was able to) obtain health insurance and the other set did not. Simply controlling for observables is unlikely to be sufficient. If we find two observationally identical groups of people, one of whom has health insurance and one of whom doesn’t, we don’t know why one observationally identical set of people has health insurance and the other doesn’t, which creates lingering concerns about selection on unobservables. In other words, the reason that one group of observationally identical people has health insurance and the other does not may be due to differences in unobserved characteristics that are correlated with both insurance coverage and individuals’ health or healthcare demand. For example, individuals with unobservably worse health (or private information that they are at risk of a disease) may be more likely to seek out insurance.

Random assignment solves this problem of inference. In randomized evaluations, individuals are selected to receive an intervention (such as health insurance in our example) based on a lottery. Those individuals who are not selected form a comparison group. Because the selection process is random, the two groups are similar in every respect, except that one group receives the program, while the other does not. Therefore if the group who receives the intervention has different outcomes (e.g. is more or less healthy, or uses more or less healthcare) after the program is implemented, we know that this difference was caused by the program. In other words, by construction of the random assignment, we know that the two groups on average will be identical except for the fact that one has health insurance and one does not. Therefore, we can attribute any subsequent differences between the insured and the uninsured to the effect of insurance per se. This clear attribution of the effects of the intervention is what gives random assignment its rightful place as the “gold standard” in the pantheon of scientific evidence.

The ability of randomized evaluations to clearly and credibly identify the impact of an intervention also means that they can generate surprising or unexpected results that must be taken seriously. For example, a randomized trial studied the effects of providing palliative care that was integrated with standard medical care to metastatic non-small-cell lung cancer patients in order to improve their quality of life. Unexpectedly, this study found that concurrent palliative care improved not only quality of life but also the length of life (See spotlight on Concurrent Palliative Care). A similar finding in an observational study would doubtless raise concerns about potential unobservable differences between those seeking concurrent palliative care and those not seeking concurrent palliative care which might be spuriously producing the result.

While their unparalleled ability to provide credible causal evidence is arguably the prime attraction of randomized evaluations, they have other important advantages as well. For example, there has been considerable progress in the last few decades in developing non-experimental approaches to causal inference based on research designs that try to approximate randomized controlled trials (Angrist & Pischke, 2010). Examples include sharp policy changes that affect some areas or groups but not others, or regression discontinuity designs that exploit sharp eligibility cut-offs. Continuing our health insurance example, Card et al. (2008, 2009) exploit the sharp discontinuity in health insurance coverage brought about by Medicare’s age 65 eligibility threshold to study the impact of Medicare coverage at age 65 on healthcare
use and health outcomes in a regression discontinuity framework. Yet these designs, despite their strengths and attractions, have their own limitations. In particular, in many cases, such quasi-experimental estimates can only capture very local estimates (in this example, the impact of Medicare at age 65). Relatedly, since the researchers do not design the variation, the intervention is often relatively “black box,” which can make interpretation and extrapolation difficult; for example, as Card et al. (2008) explain, the estimated impact of Medicare at age 65 includes both the impact of covering previously uninsured with Medicare and the impact of changing the nature of coverage at 65 among those who previously had private insurance; this makes it difficult to disentangle the effects of the various mechanisms. By contrast, as we emphasize below, randomized evaluations allow researchers to choose the variation and to design the (potentially multiple) arms of the intervention to elucidate underlying mechanisms and test theories.

**Spotlight on Surprising Results: Concurrent Palliative Care**

A key benefit of randomized control trials is that the strength of the research design means that surprising and unexpected results can be taken seriously and yield major new insights. For example, aiming to improve quality-of-life of patients with a form of metastatic lung cancer, doctors at Massachusetts General Hospital ran a randomized trial of providing palliative care integrated with standard medical care (Temel et al., 2010). The trial produced the surprising result that concurrent palliative care not only improved quality-of-life, but also length of life.

The trial randomized 151 patients with metastatic non-small-cell lung cancer within 8 weeks of diagnosis. Individuals assigned to the treatment group received standard care. In addition, they were scheduled to meet with the palliative care team immediately (within 3 weeks) and monthly throughout the study. Individuals assigned to the control group received standard care and were scheduled to meet with the palliative care team if and when they requested it; in the first 12 weeks, around 15 percent did so. Quality-of-life was measured at 12 weeks in surviving patients using several measures, and those in the early palliative care group had greater quality-of-life. Although all 151 patients in the study died within 4 years, those assigned to the early palliative care group lived longer than the standard care group (median survival of 11.6 vs. 8.9 months; P = 0.02). The longer survival occurred even though individuals in the early palliative group were less likely to receive aggressive end-of-life care (33 percent vs. 54 percent, P = 0.05).

This example of a healthcare delivery intervention was found to have a substantial benefit on survival, with potential to also reduce costs, yet widespread adoption may be very difficult. Palliative care has been traditionally covered by hospice benefits requiring patients to forgo curative treatment, typically leading to very late use of palliative care when used at all. The Medicare hospice benefit requires patients to have less than six months to live and to choose hospice care instead of other Medicare-covered benefits to treat the terminal illness (Centers for Medicare and Medicaid Services, 2013). Currently, CMS is exploring covering early and concurrent palliative care through the Care Choice Model (Centers for Medicare and Medicaid Services, 2014c).
III. Use of RCTs in Healthcare Delivery

Limited use to date

The medical profession recognizes the incomparable value of randomized evaluations. This is why, since the 1960s, the FDA has required RCTs demonstrating the safety and efficacy of new drugs prior to their approval (Junod, 2014). Even outside of the realm of pharmaceuticals, where trials are required, promising interventions in medicine are often tested using RCTs, and the results do not always support the observational inference.

However, randomized evaluations of interventions in US healthcare delivery—in contrast to medicine—are unfortunately rare. To study their prevalence, we conducted reviews of empirical papers studying the impact of an intervention that were published in top journals in economics, health services research, and medicine. We identified studies that investigated a potentially causal link or association between a treatment (or intervention) and an outcome. For each study, we recorded the broad topic (healthcare delivery, medicine, education, etc.) and whether the study design was a randomized controlled trial or not. Except where explicitly noted, we limited the analysis presented below to interventions that took place at least partly in the United States. The Appendix provides considerably more detail on our search and coding process (see Appendix A) as well as a list of the healthcare delivery RCTs identified by our review (see Appendix B).

Table 1 summarizes the results. In economics, we reviewed papers published from 2009-2013 in the American Economic Review, Quarterly Journal of Economics, Journal of Political Economy, and Econometrica. In health services journals, we reviewed papers published from 2009-2013 in Health Affairs, Medical Care, and Milbank Quarterly. In medicine, we reviewed papers from four randomly selected months per year from 2009-2013 for the journals The New England Journal of Medicine, the Journal of the American Medical Association, Annals of Internal Medicine, and PLoS Medicine. The underlying data generated from this review can be found here.

As can be seen in Table 1, the number of papers on US healthcare delivery varies greatly across the fields. This reflects the differences in volume across the fields, as well as our search parameters. The focus on the table is on the share of studies of US healthcare delivery interventions that are randomized. In economics, it was 15 percent. In health services, it was 3 percent. In medicine, it was 50 percent. Overall (accounting for the sampling differences across fields), an average of 18 percent of healthcare delivery intervention studies were randomized.

Table 1. Use of randomization in studies of US healthcare delivery, 2009-2013

<table>
<thead>
<tr>
<th></th>
<th>Number of studies</th>
<th>Number of RCTs</th>
<th>Percent randomized</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top Medical Journals (subsample)</td>
<td>62</td>
<td>31</td>
<td>50</td>
</tr>
<tr>
<td>Top Economics Journals</td>
<td>13</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>Top Health Services Journals</td>
<td>405</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>Adjusted Average*</td>
<td></td>
<td></td>
<td>18</td>
</tr>
</tbody>
</table>

*The average adjusts for the fact that we only reviewed 20 out of 60 months of medical journals.
We endeavored to find some benchmarks against which to compare this result. The benchmarks are naturally field-specific. Table 2 shows the results. The top panel compares the share of economics papers on US healthcare delivery interventions that are randomized to the share of economics papers on other empirical, applied microeconomics topics that are randomized. In US Education, 36 percent of studies were randomized. In international development, 46 percent are randomized. The bottom panel of Table 2 looks at medical journals, examining the share of papers on healthcare delivery interventions that were randomized and the share of medical interventions that were randomized. Fifty percent of the healthcare delivery studies used an RCT design, compared to 79 percent of the medical studies.\(^1\) Within the medical studies, drug studies were very likely to be randomized (98 of 114 studies or 86 percent), but randomization was still common in evaluating other non-drug medical interventions (41 of 62 studies or 66 percent).

Table 2. Use of randomization by study topic

<table>
<thead>
<tr>
<th>Topic</th>
<th>Number of studies</th>
<th>Number of RCTs</th>
<th>Percent randomized</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Top Economics Journals</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>US Healthcare Delivery</td>
<td>13</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>All Other US-based</td>
<td>192</td>
<td>14</td>
<td>7</td>
</tr>
<tr>
<td>Public</td>
<td>50</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Industrial Organization</td>
<td>48</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Labor</td>
<td>31</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Education</td>
<td>22</td>
<td>8</td>
<td>36</td>
</tr>
<tr>
<td>Behavioral</td>
<td>12</td>
<td>2</td>
<td>17</td>
</tr>
<tr>
<td>Law and Crime</td>
<td>8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Health and Medicine</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Information/Technology</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Housing</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Other</td>
<td>11</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>International development</td>
<td>37</td>
<td>17</td>
<td>46</td>
</tr>
<tr>
<td><strong>Panel B: Top Medical Journals</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>US Healthcare Delivery</td>
<td>62</td>
<td>31</td>
<td>50</td>
</tr>
<tr>
<td>Medical Treatment (US-based)</td>
<td>176</td>
<td>139</td>
<td>79</td>
</tr>
</tbody>
</table>

\(^*\) Economics papers may be coded as having more than one topic and would contribute to each; the health and medicine group does not include healthcare delivery studies.

In addition to searching top journals in medicine, economics, and health services, we also reviewed projects done by domestic evaluation firms—specifically Abt Associates, Mathematica, MDRC, and RAND. These contract research organizations often work as the evaluators for government projects in health and other

\(^1\) A potential concern with this analysis is that it is limited to top-tier publications only. Such publications may be the most likely to influence scholarship, public opinion and public policy. However, if there is publication bias either for or against healthcare delivery studies (or RCTs on these topics) in top journals, reviewing only these articles may provide a skewed picture of the general use of healthcare delivery RCTs. To address this, we looked at a stratified random sample of about 400 randomized trials registered at [www.clinicaltrials.gov](http://www.clinicaltrials.gov) between 2006 and 2010. Of them, 17 percent were for healthcare delivery interventions, and 83 percent were for medical interventions. This is similar to the result in Table 2 concerning the share of randomized studies in top medical journals that are for healthcare delivery as opposed to medical interventions (18 percent), and therefore helps alleviate concerns that our analysis of top journals does not present a representative picture of the use of RCTs for studies of healthcare delivery.
fields, but the results of those evaluations may not always be published in academic journals. Our search of top academic journals is therefore missing an important component of domestic evaluation research. Therefore, for the year 2013, we reviewed all the publications (including journal articles, government reports, policy briefs, and others) listed on the websites of these four organizations. Table 3 below summarizes the number of studies done and the use of randomization in different topic areas. Randomization in the healthcare delivery studies by these organizations is about as common as it is in the top journals we reviewed (24 percent randomized compared to 18 percent in the journals). As a comparison, however, 43 percent of studies on other topics used randomized designs.

Table 3. Use of randomization by domestic evaluation firms: by study topic

<table>
<thead>
<tr>
<th>Topic</th>
<th>Number of studies</th>
<th>Number of RCTs</th>
<th>Percent randomized</th>
</tr>
</thead>
<tbody>
<tr>
<td>US Healthcare Delivery</td>
<td>41</td>
<td>10</td>
<td>24</td>
</tr>
<tr>
<td>All Other US-based</td>
<td>69</td>
<td>30</td>
<td>43</td>
</tr>
<tr>
<td>Education</td>
<td>40</td>
<td>15</td>
<td>38</td>
</tr>
<tr>
<td>Labor</td>
<td>11</td>
<td>4</td>
<td>36</td>
</tr>
<tr>
<td>Health and Medicine</td>
<td>8</td>
<td>4</td>
<td>50</td>
</tr>
<tr>
<td>Other</td>
<td>14</td>
<td>9</td>
<td>64</td>
</tr>
</tbody>
</table>

*Studies may be coded as having more than one topic and would contribute to each; the health and medicine group does not include healthcare delivery studies.

Possibility of a new era for RCTs

Despite the somewhat gloomy picture painted above on the paucity of RCTs on healthcare delivery, we are optimistic that the tide may be turning. Economic and policy developments have increased the demand of the public sector, insurers, employers and healthcare providers for credible evidence of the impact of different potential delivery interventions, while the feasibility of RCTs has been increased by the growing availability of administrative data and by funding opportunities.

Rising healthcare costs, as well as expanded public and private insurance coverage under the ACA, have increased the need for understanding what interventions can improve the efficiency of healthcare delivery. Rising healthcare costs place pressure on public sector budgets—federal, state, and local—as well as on insurance premiums and employer costs.

At the same time, a key trend in healthcare policy over the past decade has been to give healthcare providers increasing “skin in the game,” making them the residual claimant on cost savings, or imposing financial penalties on them for low quality. This therefore creates even greater incentives for healthcare providers to understand what may most improve the efficiency of their healthcare delivery, for which, as discussed in Section II, RCTs can be invaluable.

For example, as part of the ACA, CMS began in 2012 to reduce Medicare payments to hospitals with readmission rates for specific conditions in excess of the expected rate based on the hospital’s patient composition (Centers for Medicare and Medicaid Services, 2014b). The ACA also created Accountable Care Organizations (ACOs). These are new organizations comprised of a network of hospitals and providers that contract with CMS to provide care to a large bloc of Medicare patients and which are allowed to keep a fraction of the savings if they come in under their specified cost benchmarks while meeting their
quality targets (Ginsburg, 2011). Such a program in principle incentivizes providers to reduce costs while maintaining quality of care, since they directly benefit financially from such cost reductions. Nor are these limited to the public sector. For example, in 2009, Blue Cross Blue Shield of Massachusetts, the state’s largest commercial payer, introduced an Alternative Quality Contract in its health-maintenance organization (HMO) and point-of-service commercial enrollee populations, which is structured quite similarly to an ACO (Song et al., 2011).

This notion of “skin in the game” may be one reason why RCTs incentivizing individuals to invest in good health behaviors are done on employees at large firms; employers may perceive a “return on investment” in the form of lower healthcare costs (and hence health insurance premiums) and/or higher productivity workers (Baicker, Cutler, & Song, 2010). As the “Cadillac tax” in the ACA encourages employers to cap the generosity of their healthcare benefits, this will presumably only further increase their incentives to understand how to structure their health benefits to achieve the most “bang for the buck.”

Another source of our optimism is that at the same time that there are increased incentives by key actors to undertake RCTs on healthcare delivery, a number of developments have increased the feasibility of conducting such RCTs. Chief among them is the increasing ability to use administrative data and information systems to conduct low-cost, rapid turnaround-time, high-quality RCTs (see Section V for more on this). At the same time, there are a number of new funding opportunities. The newly created Patient-Centered Outcomes Research Institute (PCORI) is providing an estimated $3.5 billion, and the latest round of Center for Medicare & Medicaid Innovation (CMMI) Health Care Innovation Awards provides approximately $1 billion in research grants. Only a fraction of the PCORI and CMMI grants will fund RCTs, of course, but there is also increased funding for RCTs in particular. For example, there is a recent National Institutes of Health (NIH) request for proposals on Low-Cost, Pragmatic, Patient-Centered Randomized Controlled Intervention Trials (Centers for Medicare and Medicaid Services, 2014a; National Institutes of Health, 2013a; Patient-Centered Outcomes Research Institute, 2014).

We therefore anticipate an increasing use of RCTs in healthcare delivery. With this optimism regarding the future, we now turn to a discussion of the characteristics of those healthcare RCTs that do exist (Section IV), followed by recommendations for some best practices going forward (Section V).
IV. Characteristics of Existing Healthcare Delivery RCTs

To examine the characteristics of existing high-profile RCTs in healthcare delivery—and consider potential areas for improvement—we focused on studies published in top medical journals between 2009 and 2013. As seen from Table 1, they have the highest percent of healthcare delivery interventions that are randomized. Because these also represent a large number of published papers in absolute terms, they account for nearly 85 percent of the RCTs on US healthcare delivery published across medicine, economics, and health services.

Table 4 summarizes the randomization and sample sizes of these 99 studies. Roughly half of the studies have sample sizes between 101 and 500, although quite a few are much bigger. The average sample size for these 99 US-based studies was 9,653 individuals, and the median sample size was 446 individuals. With around 450 individuals, a randomized trial has 80 percent power to detect an effect on a binary outcome that changes the probability by approximately 5-10 percentage points (depending on the prevalence of the outcome). For example, for an outcome happening 30 times out of 100 (say, re-hospitalization for a high-risk population), a study of around 450 individuals has 80 percent power to detect a decrease to approximately 21 out of 100 (a 30 percent decrease). Use of pre-randomization data to improve precision may allow for detection of smaller effects, but generally these studies will not have the power to detect more subtle effects.

Randomization was typically done at the patient level (79 percent of studies). Almost all of the studies with patient-level randomization used a standard protocol of recruiting, screening and consenting individual participants who were then randomized into the program or the control group. Only 4 studies used a more passive randomization, where being randomly assigned to the treatment group meant being offered (or auto-enrolled in) the program under study.

When randomization was done at the level of the practitioner or care setting (16 percent of studies), it was typically done within a single organization (such as a hospital system or integrated delivery system), although a handful of studies involved randomization across multiple participating hospitals. For the 5 studies randomized at the practitioner level, the number of randomized clusters ranged from 46 to 472, with an average of 155 (median of 87). For those studies, the outcome measurement and analysis were typically done at the practitioner level as well, so the sample sizes were the same as the number of clusters. For the 11 studies randomized by the care setting, the number of randomized clusters ranged from 8 to 84, with an average of 23 (median of 16). For those studies, the outcome measurement and analysis were typically done at the patient-level, so the sample sizes were much larger; more than half had over 5,000 patients and these studies averaged over 40,000 patients.
Table 4. Randomization and Sample Size

<table>
<thead>
<tr>
<th>Randomization</th>
<th>Number of studies</th>
<th>Percent of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient-level</td>
<td>78</td>
<td>79</td>
</tr>
<tr>
<td>Practitioner-level</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Care-setting-level</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>Other</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample Size (Number of Observations)</th>
<th>Number of studies</th>
<th>Percent of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-100</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>101-500</td>
<td>46</td>
<td>46</td>
</tr>
<tr>
<td>501-1000</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>1001-5000</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>&gt;5000</td>
<td>18</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 5 provides more detail on the interventions tested by the 99 studies. Studies typically only tested a single intervention against a control condition; 73 of the studies (74 percent) included two arms (treatment and control). The interventions tested in the 99 studies varied widely. Most of the interventions focused on patients (86 percent) compared to targeting practitioners (14 percent). We categorized the interventions into some (mutually exclusive) general types; this was based on subjective groupings of similar studies. Interventions that supplemented typical medical care with fitness, diet or weight loss support were quite common (26 percent), as were interventions involving psychotherapy (9 percent). Also relatively common were interventions that attempted to help patients through patient education (7 percent) and group or peer support (4 percent).

There were a variety of interventions that targeted the healthcare delivery system more directly, including care coordination interventions (11 studies), changes to hospital protocols (9 studies), financial incentive interventions (4 studies), and home monitoring studies (4 studies). The home monitoring studies all used some version of self-testing or monitoring with information sent back to providers (Bosworth et al., 2009; Chaudry et al., 2010; Margolis et al., 2013; Matchar et al., 2010). The changes to hospital protocols range from changes in staffing procedures (Kerlin et al., 2013) to infection prevention in the ICU (Climo et al., 2013; Harris et al., 2013; Huang et al., 2013), to protected sleep time for interns (Volpp et al., 2012). Of the four studies which included financial incentives, two were tests of pay-for-performance to providers (Bardach et al., 2013; Petersen et al., 2013), one eliminated co-pays on preventive medications (Choudhry et al., 2011), and one involved direct payments to patients for smoking cessation (Volpp et al., 2009).
Table 5. Testing Interventions

<table>
<thead>
<tr>
<th>Number of arms</th>
<th>Number of studies</th>
<th>Percent of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 arms</td>
<td>73</td>
<td>74</td>
</tr>
<tr>
<td>3 arms</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>4+ arms</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Intervention focused on</th>
<th>Number of studies</th>
<th>Percent of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients</td>
<td>85</td>
<td>86</td>
</tr>
<tr>
<td>Practitioners</td>
<td>14</td>
<td>14</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Type of intervention</th>
<th>Number of studies</th>
<th>Percent of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fitness, diet or weight loss</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>Care coordination</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>Hospital protocols</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>Psychotherapy</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>Patient education</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Financial incentives</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Group or peer support</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Home monitoring</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Screening</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Training for providers</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Timing of treatment</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Other</td>
<td>14</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 6 below summarizes the follow-up period and outcome measurement. Average length of follow-up was 600 days; median follow-up was 365 days. Follow-up was typically done by surveys, interviews, in-person measurements, and other primary data collection (85 percent). Of the 15 studies without primary data collection, 11 used medical records. An additional three studies relied exclusively on insurance claims data.

Studies overwhelmingly focused on health, with 85 out of 99 studies (86 percent) measuring health outcomes. Measurement of costs was much less common; only 11 studies (11 percent) reported cost outcomes. Healthcare use, which can potentially be used to estimate costs, was reported in 31 studies (31 percent), of which 22 did not include cost directly.

To judge the impact of an intervention on healthcare efficiency, we would ideally know the changes in both healthcare use or costs and health outcomes. Of the 99 studies we reviewed, 29 studies (29 percent) reported both. There were 10 studies that reported neither, instead focusing on behavior or process.

---

2 Only one study of the 99 did not collect primary data and did not use medical records or claims data, but instead relied exclusively on mortality records to measure outcomes (Coburn et al, 2012).
Measuring health without healthcare use or costs was common (57 percent); measuring healthcare use or costs, but not health outcomes was quite rare (4 percent).

Table 6. Measuring outcomes

<table>
<thead>
<tr>
<th>Follow-up period</th>
<th>Number of studies</th>
<th>Percent of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 30 days</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>31-90 days</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>91-180 days</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>181-365 days</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>366-730 days</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>&gt; 730 days</td>
<td>14</td>
<td>14</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Outcome data*</th>
<th>Number of studies</th>
<th>Percent of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary collection (survey, etc.)</td>
<td>84</td>
<td>85</td>
</tr>
<tr>
<td>Medical record</td>
<td>51</td>
<td>52</td>
</tr>
<tr>
<td>Insurance claims</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Mortality records</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Outcome measures*</th>
<th>Number of studies</th>
<th>Percent of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health</td>
<td>85</td>
<td>86</td>
</tr>
<tr>
<td>Behavior</td>
<td>60</td>
<td>61</td>
</tr>
<tr>
<td>Healthcare use</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>Healthcare costs</td>
<td>11</td>
<td>11</td>
</tr>
</tbody>
</table>

*Studies may have used multiple sources of outcome data or measured multiple outcomes, so the total percent for both of those exceeds 100.

Overall, this review of recently published healthcare delivery RCTs suggests that such studies tend to be small (median sample size of less than 500), randomized at the patient level (79 percent), with interventions focused on patients (86 percent). Most (74 percent) tested a single, sometimes complex, intervention against a status quo control condition, rather than testing multiple approaches or variations. Follow-up was typically short (median follow-up time of a year or less), and relied heavily on primary data collection. Less than a third of studies (29 percent) looked at impacts on both health and use or costs. In Section V we discuss the value of administrative data, designs that elucidate mechanisms, longer-term follow-up, and examining a range of outcomes. In Section VII, we also discuss how RCTs at the practitioner or system level, rather than the patient, may in many cases be feasible and desirable.
V. Enhancing Feasibility and Impact of RCTs

In this section we discuss several recommendations for how RCTs can be designed to enhance feasibility and impact. Our discussion below assumes some basic elements of good design, such as adequate sample size to achieve balance through randomization and to detect meaningful effects. We highlight a handful of tools that seem underutilized and elements that seem particularly important in the setting of healthcare delivery; Glennerster and Takavarasha (2013) provide a much more thorough discussion of the practical design of randomized trials. We recognize, of course, the considerable challenges to always achieving “ideal” design. Nonetheless, articulating those ideals can be a useful guide to researchers and practitioners faced with key design decisions.

The value of administrative data

One challenge in running very large trials, especially historically, has been the cost and logistical challenges of collecting follow-up data for the purposes of the study. As we saw in Table 6, almost all existing RCTs in healthcare delivery involve primary data collection, whereas only about half used administrative data (and only 15 percent relied exclusively on them). Existing administrative data offer several key advantages as a complement or substitute for primary data collection.

A first advantage of administrative data over primary data collection is that it is usually far easier and cheaper to identify study participants in such data sources than to do primary data collection using telephone or mail surveys or in-person interviews from large numbers of participants. Identifying data sources and negotiating permissions to link to various administrative data can be costly in terms of initial setup time but is usually far cheaper. Better frameworks to share information about available data, application procedures, and data use agreements may help reduce some of these start-up time costs. Moreover, once the framework is in place, in many cases, administrative data can be available in real-time, or close to real time, such as through a hospital system’s internal records (Finkelstein, Doyle, Taubman, Zhou, & Brenner, 2014). This can often be of great use to a provider—such as a hospital, an insurer, or government agency—who wants to know in real time whether the intervention is working, rather than to learn the results many years later when decisions about whether and what to maintain or scale up have already been made.

A second advantage of administrative data is that many existing administrative databases include a near-census of the relevant individuals. Such near-universal data coverage can be invaluable in guarding against potential bias from differential nonresponse or attrition to follow-up surveys across experimental treatments, which is a well-known concern for analysis of randomized evaluations (Ashenfelter & Plant, 1990). Of course, one must always be careful to guard against the possibility that the intervention itself may affect whether the subject appears in administrative data. For example, in studying the impact of an intervention using health records from medical providers, one must consider how complete the records will be: does the intervention impact whether the patient has contact with medical providers included in the records?

A third advantage of administrative data is that because the data are typically collected for a separate purpose than for the study, they are less likely than primary data to suffer from the possibility that respondents in different experimental arms skew their answers in favor of what they believe the researchers would like to hear, or what may be in their own interest given the intervention they are in. For example, participants in the treatment arm of the Negative Income Tax Experiment had an incentive to under-state their earnings on surveys, since it would increase their cash transfer; this led to over-statement of the impact of intervention on work effort (Greenberg & Halsey, 1983).

A fourth key advantage of administrative data is that the data in many cases may be more accurate and richer than data obtainable by surveys, especially for variables that are difficult to measure. For example, attempting to assess earnings from survey data can be extremely difficult, as people may be unsure of which sources of income to include or whether they should answer for themselves or their household, or may refuse to provide that information. State unemployment insurance agencies and the Social Security Administration routinely collect detailed earnings data, allowing much more precise measurement of employment and income. Administrative data can also provide data on issues that individuals may be reluctant to report, such as interaction with child protective services agencies (see Spotlight on Nurse-Family Partnership RCTs).

An example of the value of administrative data over survey data can be seen in the Oregon Health Insurance Experiment’s study of the impact of covering uninsured low-income adults with Medicaid on emergency room use. This randomized evaluation found no statistically significant impact on emergency room use when measured in survey data, but a statistically significant 40 percent increase in emergency room use in administrative data (Taubman, Allen, Wright, Baicker, & Finkelstein, 2014). Part of this difference was due to greater accuracy in the administrative data than the survey reports; limiting to the same time periods and the same set of individuals, estimated effects were larger in the administrative data and more precise. The administrative data were also able to capture a longer time period of emergency department use (18 months compared with 12 months) and to provide considerably more detail on time of visit, diagnosis, and history of use, which would have been very difficult to obtain through surveys.

Finally, a fifth advantage of administrative data is that, because they are collected, used, and stored for reasons other than the study, administrative data can be very useful in following up on long-term outcomes. This can shed light on the long-term impact of an intervention, which can be a very important factor for policy decisions. We discuss this in the next subsection.

Of course, all of these various attractive characteristics of administrative data are relevant only to the extent that the outcomes of interest are measured in administrative data. There is no substitute for primary data collection, for example, if one wants to measure subjective well-being or patient knowledge of a topic. Increasingly, however, more and more data are being collected and stored electronically, by hospitals and healthcare providers, by insurers, by state and federal agencies, and by private companies. Examples of administrative data that provide a census or near-census of the relevant population include:

- State-level hospital and emergency room discharge data which provide a census of all visits and are available from many states (for a complete list see: Healthcare Cost and Utilization Project, 2013);
- Centers for Medicare and Medicaid Services data on all fee-for-service Medicare enrollees, as well as Medicaid claims data;
- The National Death Index or Social Security Death Master File;
- State-level data on economic outcomes such as earnings and employment (available through the state unemployment insurance records) and participation in various transfer programs such as cash welfare and food stamps.

Many of the large datasets from the private and non-profit sectors can also often provide valuable information, although, in such data, issues of selection bias require more attention. Studies of healthcare delivery in particular tend to rely on medical records—increasingly, electronic medical records—which can provide a relatively complete picture of healthcare use and health outcomes for all included individuals, but only if there is not a lot of care being provided outside of the healthcare system covered by the electronic medical record. The growth of Accountable Care Organizations and other organizational forms discussed in Section II, which make a set of providers fully “at risk” for the costs of a given set of patient, has the ancillary advantage of providing complete utilization data on such patients. More generally, insurance claims data provide information on care provided for a specific set of individuals across all settings.
Spotlight on Elements of Good Design: Nurse-Family Partnership RCTs

The Nurse-Family Partnership (NFP) is an early example of a rigorously tested healthcare delivery innovation that includes several elements of good design. The NFP trials relied on a combination of survey and administrative data and included very long-term follow-up of the participants. Additionally, there were several trials that tested whether the program could be replicated in different settings and which tested variants of the program.

The NFP was first implemented in 1977 in Elmira, a semirural community of about 100,000 residents in New York with high rates of infant mortality and cases of child abuse and neglect (Olds, Henderson, Tatelbaum, & Chamberlin, 1988).

The NFP treatment involved nurse home visits for first-time mothers who were either unmarried, teenagers, or of low socioeconomic status. Specific objectives of the program included providing education about maternal diet, exercise, smoking/alcohol risks, and early newborn care and enhancing the support network by discussing participation of relatives, involvement of the baby’s father, and accessing community resources. To test this intervention, 400 women were enrolled and randomly assigned to regular care, or to bimonthly nurse visits during pregnancy and for the first two years of the child’s life.

The study examined the impact of the interventions not only on outcomes related to pregnancy and early childhood, but also on outcomes as many as nineteen years after the intervention. The study used a wide range of data sources including both primary data collection—interviews with study participants at multiple points in time, blood tests, cognitive and psychological testing—and also linked to administrative data such as medical records, school records, records for social services programs and records from Child Protective Services.

The study found significant impacts of NFP for both the mothers and children, which appeared early and continued through the latest (19-year) follow up. The results were often strongest for the highest-risk mothers, such as low-income, unmarried teenagers. Children in the intervention group had higher birth weight and, in early childhood, fewer emergency room visits and injuries requiring medical attention (Olds et al., 1988; Olds, Henderson, & Kitzman, 1994). For mothers, the intervention reduced subsequent pregnancies and increased maternal return to school and employment in the first four years post-partum (Olds et al., 1988). At the fifteen year follow-up, treatment was seen to significantly reduce verified Child Protective Service cases involving either the mother (as the perpetrator) or the child (as the victim) of violence (Eckenrode et al., 2000). At the nineteen year follow-up, girls born to mothers who participated in the NFP were significantly less likely to be arrested or convicted of a crime and had fewer children and less Medicaid use (Eckenrode et al., 2010).

Following the success of the initial NFP program, the program was expanded to two additional sites—Memphis, Tennessee in 1988 and Denver, Colorado in 1994. In contrast to the Elmira trial, the Memphis trial took place in an urban setting and enrolled primarily disadvantaged black women. The Memphis trial found effects of smaller magnitude, but the same direction as the Elmira trial (Kitzman et al., 2000; Olds et al., 2007; Olds et al., 2004). The Denver site included an additional treatment arm which consisted of the same NFP intervention, but delivered by “paraprofessionals” (high school graduates) trained to administer the program rather than by nurses with BSN degrees. This study found that the nurse-delivered intervention had similar effects as in the previous two trials, but that the program was not as successful when delivered by the paraprofessionals (Olds et al., 2004).
Long-term follow up

The impacts of an intervention may well vary over the time period studied. The immediate impacts of an intervention—over the first few weeks, months or years—are, of course, important. They may be particularly relevant to providers and others responsible for the short-term costs and health of patients. We have already noted that the real-time nature of many existing administrative data sources can be useful for getting close to immediate results of an intervention. However, understanding the longer-run impacts of healthcare delivery interventions is naturally crucial for informed policy decisions; in many policy cases, it is arguably of greater interest than the more immediate results. Administrative data is also extremely useful for longer-term (e.g., decades-long) follow-ups.

Most of the randomized evaluations of healthcare delivery we reviewed measured outcomes for one year or less (see Table 6). This relatively short typical follow-up period is likely strongly related to another finding from our review: 85 percent of studies relied on primary data collection. Primary data collection is not only expensive, but makes very long-run follow ups more difficult, since it requires being able to locate and collect information on study participants decades after the intervention.

It can sometimes be much easier to link participants to administrative data to observe some long-term outcomes. One example where administrative data proved invaluable in tracking long-run outcomes of an intervention—and where these results differed strikingly from what would have been predicted from shorter-term follow ups—is the case of Project STAR, a randomized intervention in which approximately 11,500 students and teachers were assigned to different classrooms. Short run improvements in test scores from random assignment to higher quality classrooms in kindergarten through 3rd grade faded out by 4th through 8th grade, but when researchers linked the original study participants to their adult tax records, they found that random assignment to higher quality classrooms in kindergarten through 3rd grade increased earnings at ages 25-27 (Chetty et al., 2011) (See spotlight on Project STAR).

Moreover, the cost of long-term follow up in administrative data may be trivial compared to the intervention cost and/or initial data collection costs. For example, starting in 2007, the Social Security Administration conducted a randomized trial of providing accelerated access to Medicare for recipients of disability insurance. Typically, individuals deemed eligible for Social Security Disability Insurance (SSDI) start receiving payments immediately and gain health insurance coverage through Medicare after two years. In the AB Demonstration project, around 1500 newly approved beneficiaries were randomized into two groups: to the standard Medicare start date, or to immediate Medicare coverage (accelerated benefits). Results from primary data collection—specifically surveys of study participants during the two-year waiting period for Medicare—found that random assignment to health insurance increased healthcare use, reduced unmet medical need and out-of-pocket spending, and improved self-reported health (Michalopoulos Wittenburg, Israel, & Warren, 2012; Weathers & Stegman, 2012). Utilizing existing administrative data would allow for study of the longer-term impacts of the accelerated benefit, as well. In particular, now that both the treatment and control arms have passed through the two-year waiting period and are all covered by Medicare, it would be feasible to study in Medicare claims data what the longer-term effects of not having a two-year “coverage gap” are on healthcare use and health. This would require neither additional intervention costs nor primary data collection costs.
Spotlight on Value of Long-term Follow-up: Project STAR

Project STAR was a randomized intervention conducted at 79 Tennessee schools from 1985–1989. Some 11,500 students and their teachers were randomly assigned to attend either a small class (average size of 15 students) or a standard class (average size of 22 students). In general, students remained in their randomly assigned classes in kindergarten through 3rd grade, after which they all returned to standard-sized class rooms in 4th grade. The original analyses of this experiment offered encouraging results, finding that random assignment to a small class or to a higher quality classroom in the same school increased student test scores during the intervention (i.e. in kindergarten through 3rd grade). However, test scores are not an end in and of themselves. An improvement in test scores is of interest primarily because it may portend improvements in lifetime outcomes such as college attendance, employment and earnings. Here the picture looked bleaker, as follow-up beyond the time frame of the intervention (3rd grade) suggested that the initial improvements in test scores faded out by 8th grade. Since the ultimate question concerns the impact of educational experiences on adult outcomes, researchers subsequently linked the original STAR participants to administrative data on their tax returns from 1996–2008. This allowed them to study the impact of the experiment on participants’ outcomes as late as ages 25-27. They found that being randomly assigned to a small class or to a higher quality classroom in the same school improved a variety of markers of adult success, including the probability of college attendance, of attending a higher quality college, and of home ownership and the quality of the neighborhood of residence. Moreover, they found statistically significant effects of a higher quality classroom on adult earnings. For example, they estimate that students randomly assigned to a classroom that is one standard deviation higher in quality earn 3 percent more at age 27. One potential reason for this long-run effect, despite the fading out of test score improvements, is improvements in non-cognitive skills (such as effort, initiative, and lack of disruptive behavior), which researchers found persisted through 8th grade, unlike the test score improvements (Chetty et al., 2011).

Measuring a broad range of outcomes

A critical design question for any intervention study is what outcomes are studied. We have several recommendations.

1. Examine both healthcare costs (or use) and health outcomes.

As we saw in Section IV, randomized trials of healthcare delivery most commonly measure health or behavior as an outcome; measurement of healthcare use or costs is much less common—as is measurement of both. This is problematic, because, a complete evaluation of a program requires understanding both its costs and its benefits.

The primary purpose of the healthcare system is to protect and improve health. The “efficiency” of the healthcare system refers to the costs of these health improvements. Interventions that improve health while lowering costs improve healthcare efficiency. It is unrealistic, however, to expect that all interventions will simultaneously improve health and reduce costs. Interventions that improve health without increasing costs also improve the efficiency of the healthcare system, as do interventions that reduce costs without harming health. There are more difficult trade-offs to be made in other situations, such as those that improve health at some increase in costs. Whether such interventions are judged to improve the efficiency of the health system will depend on what societal value is placed on the health improvements relative to the cost increase.

To evaluate whether a program improves the efficiency of healthcare delivery, we therefore need to know both the cost of the program in terms of increased healthcare utilization and the impact of the program on
health. This is not to say that programs are only of interest if they are cost-saving. Indeed many cost-saving programs might be of very little interest if they harm health. Programs will be of interest if they improve health without increasing costs, if they reduce costs without harming health, or if they improve health without increasing costs “too much,” or vice versa. What is “too much” is a thorny and difficult issue that must be carefully considered and discussed in a specific context. Challenging trade-offs are involved in assessing programs that increase (or decrease) both health and cost. Those trade-offs, however, cannot be evaluated unless both health and cost outcomes are measured.

Finally, of course, a complete evaluation should consider the costs of the intervention per se. Some interventions—such as adopting checklists—can be relatively cheap while others—such as providing home visits—can be quite expensive, which is important to bear in mind in evaluating efficiency or cost-effectiveness.

2. Investigate potential non-health sector impacts

Many healthcare interventions may have indirect impacts on non-health outcomes. For example, interventions that improve patients’ health and/or reduce their time spent with healthcare providers may potentially affect economic measures such as employment and earnings or participation in government transfer programs. Depending on the intervention, these may be important sources of costs and benefits, and ideally would be measured as well.³

As an example, the Oregon Health Insurance Experiment, a randomized evaluation of the impact of covering low-income uninsured adults with Medicaid, not only found that Medicaid increased healthcare use and improved self-reported health and depression, but also that it improved individuals’ financial well-being; in particular, it reduced out-of-pocket medical spending and medical debt (Finkelstein et al., 2012). Measuring financial health outcomes involved linking administrative records to non-health sector outcomes (such as credit report data). Such linkages to administrative data on non-health sector outcomes seem quite rare; none of the 99 healthcare delivery RCTs in top medical journals we reviewed did such a linkage, although some included non-health sector outcomes in surveys.

3. Investigate potential external effects of intervention across space and time

In addition to investigating effects on a range of outcomes, it is also desirable to examine potential external effects of the intervention across space and time. What exactly these might be depends on the intervention. We discuss several here.

Multitasking. An important question is how an intervention that targets a specific behavior or outcome affects other, non-targeted behaviors or outcomes. For example, a natural set of instruments to explore is the impact of financial incentives to achieve targeted benchmarks; economic theory suggests that such incentives should increase efforts toward the targeted indicator (Holmstrom, 1979). But at the same time, one must consider the possibility that efforts allocated towards the targeted indicators may come at the expense of efforts on the non-targeted indicators. This is typically referred to as the multi-tasking problem (Holmstrom & Milgrom, 1991). Encouraging pediatricians to cover the importance of bike helmets in a 20-minute well child visit may seem helpful, but the net effect may actually be harmful if it means they spend less time covering the importance of seat belts. Of course the opposite may also be true: effort may be

³ The converse may also be true: economic interventions may have important health consequences. For example, some of the most important long-run benefits from the Moving to Opportunity experiment – a randomized housing mobility experiment in which low-income families in public housing in distressed communities were offered an opportunity to move to private-market housing in less distressed neighborhoods – were improvements in mental and physical health, rather than on economic self-sufficiency (Ludwig et al. 2011b, 2013).
substituted toward non-incentivized outcomes if they are complements for the incentivized outcome. A full understanding of the impact of an intervention requires considering such potential spillover effects—either positive or negative—on non-targeted outcomes. In developing countries, several randomized evaluations aimed at targeting health improvements have investigated such potential spillovers (Bloom et al., 2006; Olken, Onishi, & Wong, Forthcoming).

**Diminishing returns across interventions.** In addition to spillovers from a targeted intervention to non-targeted behaviors or outcomes, there are also potential spillovers across interventions. For example, issues of information overload may result in the first information campaign to a population being more effective than a subsequent one. Similarly, “alarm fatigue” can kick in when there are too many systems attempting to gain the attention of clinicians. The first prompting system introduced to an electronic medical record may effectively change clinical behavior, but when most prescriptions or orders generate a prompt, clinicians will soon learn to click through without reading the warning. This is an important element to consider in design or to test for directly.

**Transitory vs. permanent effects.** A related issue is whether an intervention, if successful, can establish a new equilibrium practice or whether it must be continually administered. For example, consider an intervention which has an effect on changing the behavior of some actor (for example, by providing financial incentives for the behavior). If one follows the behavior of the study participants after the intervention ends (and the financial incentive is taken away) do they maintain their behavior at the new level? Revert back to their pre-intervention levels? To something in between or to something below even their pre-intervention level? For example, one early trial of paying people for smoking cessation found a significant difference in the initial quit rate (16.3 percent in the treatment group versus 4.6 percent in the control group), but the differences were not sustained at six months (Volpp et al., 2006). A later trial was designed to account for this with additional payments for sustained abstinence (Volpp et al., 2009), but the degree to which gains can be maintained beyond the intervention period remains unclear.

It is easy to say, of course, that a broad range of health sector and non-health sector outcomes should be measured. Carrying this out can pose challenges. One challenge is simply that of measurement. Fortunately, many of the outcomes we described are measurable at relatively low cost in administrative data, a point we discussed above. Another challenge may be that some event is important but rare. A study may therefore be powered up to detect the impact on one set of outcomes but not another. Consider, for example, a program that moves care for patients with diabetes from endocrinologists to nurses. Such a program will likely be cost-saving because the nurses’ time is much less expensive than the endocrinologists’, and health outcomes such as glycemic control could be measured to assess whether health is harmed. There may, however, be rare bad outcomes (such as diabetic retinopathy or other complications of diabetes) that become more likely and which even a reasonably large study would not be powered to detect. This is analogous to the problem of rare but serious adverse effects of drugs, which often are not detected at the clinical trial phase.

**Design for illuminating mechanisms**

The best-designed trials in healthcare delivery will allow us to learn not only if a specific intervention works, but also why and how it works. This is somewhat different than trials of medical technologies where it is often sufficient to know that a treatment is effective, even if the underlying mechanism is not yet clear. In healthcare delivery, however, the interventions are often multi-faceted, specific to the original setting, and cannot be as easily reproduced as a drug or a device. This means a deeper understanding of the mechanism of action is very helpful to other institutions looking to adopt aspects of a successful program.

While challenging, there are several ways to design trials so that they will illuminate the mechanism as well as the effectiveness of an intervention. One approach is to include multiple treatment arms. We see that this
approach is not the norm; Table 5 above showed that only about a quarter of healthcare delivery RCTs included multiple arms. Involving multiple arms can allow for testing of different “dosages” of the intervention or different components. It can also allow examination of the relative efficacy for different approaches. For example, is it better to change incentives, either financial (e.g., consumer cost-sharing, provider pay for performance) or non-financial (e.g., naming and shaming, ordeals and hassles), to provide information, to change the default option (Madrian & Shea, 2001), or to provide other “nudges” (Thaler & Sunstein, 2009)? The answer will of course depend on the context, but testing multiple approaches in different settings can help illuminate which situations may be best suited to which approaches. Another potential question is whether an actor should be given information or an incentive that is tied to his activities (inputs) or his results (outputs). Economic theory offers some general guidance (Holmstrom, 1982); this is a fruitful area for further empirical study.

In testing multiple treatment arms, it may also be interesting to assess the extent to which different instruments or interventions on different actors are complements or substitutes. For example, does the provision of information together with an incentive have more or less of an effect than the sum of their effects when done separately? Does an intervention on physicians and patients aimed at changing some aspect of healthcare choice have more or less of an effect when done together than the sum of their effects when done separately?

Another way to help inform our understanding of the mechanism—and hence the portability of an intervention to other contexts—is analysis of the impact of the intervention on different populations. For example, subgroup analysis can identify if the intervention is most effective on the very sickest patients (or those with a given history, or the youngest doctors, etc.), which can suggest hypotheses of how the intervention is working. The question of who responds most to the intervention is not limited to simple subgroup analysis, however. For example, comparing providing information (or changing incentives) for providers to doing the same for patients can shed light on the relative roles of the two groups in deciding on appropriate care. Similarly, care is often team-based, and testing different changes for the individuals on the team compared to the whole team illuminates the way the team works together.

More generally, interventions are ideally designed to shed light on theories for why they have the effect they do. This allows trial results to be put into a more general context. The design of the experiment can be crucial for maximizing what can be learned not only about one specific policy but also about broader theoretical mechanisms that can inform the design of more effective policies more generally.

As emphasized by Ludwig et al. (2011a), experiments designed to test or examine theories or “mechanisms” behind effects may often have greater policy value in terms of their ability to inform sensible policy design going forward than more “black box” (or A/B trial) policy evaluations that test the effect of a given intervention or policy directly. Most policy interventions are, naturally, bundles of a multi-faceted approach to a problem. Learning through a randomized evaluation whether a bundled / multi-faceted intervention does or does not have given effect is certainly a very useful piece of information. But without knowing why it has that effect, it may be difficult to successfully replicate in other contexts which will, by necessity, slightly differ in terms of e.g. the exact implementation or the target population.

Even interventions that directly test theories in settings that do not correspond to any (actual or contemplated) “real world policy” may provide useful guidance for sensible policy design in other contexts. For example, Ludwig et al. (2011a) describe how the “broken windows” policing policy—which encourages police to pursue minor crimes like vandalism on the theory that leaving it untouched gives the appearance that no one is paying attention to more serious crimes—has been experimentally tested not by randomizing the allocation of police who pursue vandalism, but rather by experimentally altering the presence of cars with broken windows in neighborhoods.
Another way to learn about mechanisms is by pooling results learned across a set of closely related studies, rather than designing from within a study. For example, there have been a number of RCTs investigating the impact of financial incentives on investments in health behaviors (See spotlight on Financial Incentives for Patient Health Behaviors). The evidence seems to suggest that even small financial incentives can have effects on investments in individual health behaviors such as weight loss, smoking, and drug adherence, although there are still open questions regarding the magnitude and permanence of these effects.

One corollary is that experiments that are actively designed by researchers will often shed more light on mechanisms than ones that come about for other reasons. An interesting contrast that helps illustrate this point is the contrast between two randomized evaluations of the impact of health insurance coverage. The 2008 Oregon Health Insurance Experiment came about due to the interests of Oregon policymakers to allocate a limited number of Medicaid slots in a manner that they perceived as fair, and was not designed to shed light on mechanisms. As a result, although the findings have received much attention, they leave much to be debated in terms of whether an alternatively designed Medicaid program could achieve most of the benefits found at the same cost, or more benefits at the same cost (see e.g., (Douthat, 2013)). By contrast, the RAND Health Insurance Experiment (Aron-Dine, Einav, & Finkelstein, 2013; Newhouse & the Insurance Experiment Group, 1993) was prospectively designed by researchers to shed light on the tradeoffs involved in setting cost-sharing. It used multiple arms to randomly vary the cost-sharing features of health insurance that individuals received. It has been widely used in policy and academic analysis for discussions of optimal cost-sharing designs.

**Spotlight on Testing Mechanisms: Financial Incentives for Patient Health Behaviors**

In the spirit of “the exception to every rule”, one area where there have been a relatively large number of RCTs testing a specific mechanism is the area of financial incentives to patients designed to change their health behaviors. Trials exploring whether financial incentives can motivate individuals to adopt healthier habits have been conducted across a range of habits including smoking cessation, weight loss, and medication adherence (Kimmel et al., 2012; Kullgren et al., 2013; Long, Jahnle, Richardson, Loewenstein, & Volpp, 2013; Volpp et al., 2006; Volpp et al., 2009). Each study had differences in terms of how the incentives are structured, but they share the common practice of paying for specific actions or for meeting specific targets.

Typically, the financial incentives involved are relatively small – on the order of $100 – although some used incentives as high as $750. In the most straightforward design, payments are made to individuals for taking a specific action, such a completing a smoking cessation course, or for reaching a target, such as having a urine cotinine test showing no evidence of smoking (Volpp et al., 2006; Volpp et al., 2009). Variations on this include group incentives (Kullgren et al., 2013) or more complex payment structures such as lotteries (Kimmel et al., 2012; Volpp et al., 2008). These trials are typically small (~100 participants) and have examined relatively short-term effects (less than 1 year). Effectiveness of the incentive interventions can depend on the design of the incentive and on the time horizon.

So far, the evidence seems to suggest that financial incentives can change people’s behavior for the duration of the intervention, but the gains are not always sustained beyond the end of the incentives. The exception is interventions on smoking cessation, where the changes appear more persistent. In one randomized trial testing financial incentives for completing a smoking cessation program and for quitting smoking (Volpp et al., 2009), there were significant differences in the quit rate immediately post-intervention (14.7 percent vs. 5 percent) and six months after the incentives ended (9.4 percent vs. 3.6 percent).
Attention to scaling

An additional challenge in designing healthcare delivery trials is thinking about the scalability of the intervention itself. Often the intervention tested in the trials that are done is a very specific program created by a handful of motivated people in a specific setting. Even if the intervention is found to be effective, there remains a problem of whether it can be adopted at scale. Programs may not adapt well to different populations, different providers, or different settings. A clear understanding of the mechanisms by which the program had its impact can be very important in assessing the likelihood of success in other settings, as well as making sure the key elements of the program are maintained in other applications.

However, even if a successful intervention in one setting is judged appropriate for other settings, there are many potential reasons why it may not easily scale. At the very simplest level, it is important to understand whether the program can be replicated in other settings. One reason why replication may be difficult is if the intervention is a complex bundle of services, so that fidelity in implementing the same intervention at other sites can be difficult to achieve. This was, for example, part of the difficulty involved in replicating the successful employment and earnings results of the Center for Employment Training (CET) job training programs for high school dropouts in San Jose, California at other sites around the country (Miller, Bos, Porter, Tseng, & Abe, 2005). Another reason may be that the sites that initially adopt an intervention, or choose to evaluate it via an RCT, may have higher impacts of the intervention than average. Allcott (2012) presents evidence of such site selection bias in the context of the RCTs conducted on Opower energy conservation programs. In this program, residential electricity consumers are mailed “home energy reports” that compare their energy use to that of their neighbors and provide energy conservation tips. Using data on 111 randomized controlled trials of Opower programs involving almost 9 million US households, Allcott (2012) shows that the evidence from the first ten RCTs substantially over-predicts the efficacy of the next 101 sites, due to the fact that both the communities that initially sought out the intervention and the sites the program managers initially chose to target tended to be more responsive to the intervention.

In addition, even when a successful intervention can be replicated in multiple settings, diffusion and adoption of the intervention may be limited. The history of medicine is littered with examples of successful interventions that were slow to diffuse. The British Navy waited almost 200 years to take steps to increase vitamin C intake among its sailors, despite extremely high sailor mortality from scurvy and experimental evidence of the importance of vitamin C in preventing it (Berwick, 2003). Lister’s 19th century discovery of the importance of sterile practice in preventing sepsis—a leading cause of death from surgery in his time— took a generation to be incorporated into routine medical practice (Gawande, 2013). In modern times, studies have found that it takes, on average, about 17 years for new knowledge generated from clinical trials to diffuse into medical practice (Agency for Healthcare Research and Quality, 2004). There is a large literature exploring the forces behind the often-slow diffusion of technologies and knowledge, not only in medicine but in many other fields as well. For example, Jack (2013) provides an extensive discussion of the slow diffusion of technologies in agriculture in much of the developing world, and interventions designed to reduce barriers to adoption.

As a result, even when RCTs have demonstrated the efficacy of an intervention aimed at improving the efficiency of healthcare delivery, they are often not adopted. For example, across a large number of RCTs, post-discharge follow-up of chronic heart failure patients involving home visits by nurses has been shown to reduce mortality and hospital readmissions (See spotlight on Reducing Re-admissions) (Takeda et al., 2012). Moreover, as discussed above in Section III above, hospitals are now being offered financial incentives if they can reduce readmissions. Still, it does not appear that there has been widespread adoption of the practices found successful through these randomized evaluations. As with agricultural technology, an important area for RCTs in healthcare delivery is to better understand barriers to adoption and the efficacy of different types of interventions (e.g. financial incentives, information campaigns, IT-based solutions, etc.) in encouraging the spread of adoption of successful healthcare interventions.
In some cases, dedicated effort can be effective in scaling-up an intervention found effective through a randomized evaluation. For example, a randomized evaluation of a primary school deworming project in Kenya showed that school-based deworming reduced the incidence of infection by 25 percentage points and school absenteeism by 25 percent at a cost of 50 cents per child per year (Miguel & Kremer, 2004). In response to these findings, a non-profit organization, Deworm the World, was launched in 2007 to promote and sustain implementation of deworming. Since then, an estimated 59 million people have been reached by school-based deworming efforts coordinated by Deworm the World and its partner organizations (Lab).

In other cases, the effort to scale up an intervention has been led by the government. For example, a large problem with redistribution programs in developing countries is making sure the transfer reaches the intended beneficiaries. A randomized evaluation of an identification card system to prevent “leakage” of a large targeted transfer program in Indonesia showed that the cards were effective in getting the subsidies to the intended households without generating social conflict between beneficiaries and non-beneficiaries, which was a main concern of the government in considering such a system (Banerjee, Hanna, Kyle, Olken, & Sumarto, 2014). As a result, the Government of Indonesia decided to scale up the identification card program and an estimated 65 million people have been reached by this improved distribution strategy (Abdul Latif Jameel Poverty Action Lab, 2014).
Spotlight on Scale Up Challenges: Reducing Re-admissions

One open question in healthcare delivery is how to organize care for individuals immediately following hospital care. Many patients end up back in the hospital relatively quickly after being discharged. Among Medicare beneficiaries, almost one-fifth are readmitted within 30 days and about one-third are readmitted within 90 days (Jencks, Williams, & Coleman, 2009). Patients with heart failure, a relatively common reason for initial hospital admission, are readmitted within 30 days about a quarter of the time. Fortunately, for patients leaving the hospital with chronic heart failure, many approaches to post-discharge care have been tested using randomized designs, and the accumulated evidence suggests that a case-management approach is successful at reducing hospital readmissions and subsequent mortality.

A recent Cochrane review and meta-analysis summarizes 25 randomized trials for post-discharge care for heart failure patients, involving over 6,000 patients total (Takeda et al., 2012). Six of the studies tested specialized “heart failure clinics” and found no significant reductions in hospital readmissions. Seventeen of the studies tested different case-management approaches, where patients were provided with additional follow-up through phone calls and home visits, typically provided by a nurse. Overall, a meta-analysis of these studies found the case-management approach substantially and significantly reduced hospital readmissions over both 6 months (OR 0.64; 95% CI: 0.46 to 0.88; P=0.007) and 12 months (OR 0.47; 95% CI: 0.30 to 0.76; P=0.002). More importantly, the case-management approach also reduced all-cause mortality over 12 months (OR 0.75; 95% CI: 0.57 to 0.99; P=0.011).

Despite this body of evidence for the benefits of a case-management approach for chronic heart failure patients leaving the hospital, adoption has remained relatively limited. Part of this may be natural hesitancy to implement an intervention until there is stronger evidence in its favor; in fact, a 2005 version of the same review found only non-significant reductions in mortality (Taylor et al., 2005). However, the potential harm to patients from the intervention seems limited, and it seems likely that the answer lies in financial and practical impediments to adoption.

Practically, adoption may appear rather complicated to a hospital. Hospitals have not typically provided this kind of post-discharge care, and unlike writing a prescription for a medication, this approach requires hiring, training and supervising staff in new roles. The above review included seventeen studies of case management, and there was quite a bit of variation in approach and results. Furthermore, many other studies of different variations and for differing conditions have been done under the rubrics of case management, care management, coordination of care, and transitional care, and some high profile ones found no improvements (McCall & Cromwell, 2011). All this complexity may discourage hospitals from implementing even a limited program for discharged heart failure patients, especially when combined with the financial impediments.

Financially, the case-management approach for heart failure patients leaving the hospital may reduce healthcare costs – particularly hospital readmissions – net of the intervention costs, but few of the studies actually measure costs of care as an outcome. Moreover, paying for post-discharge case management requires hospitals to incur a new up-front cost (for example, hiring specialty nurses to provide the care) likely without increased revenue. Indeed, since one effect of the intervention appears to be reduced readmissions, the hospital might also face reduced revenue. However, new penalties may change the financial calculations and encourage adoption. Starting in 2013, hospitals now face Medicare payment penalties for excess readmissions for three conditions, one of which is heart failure (Centers for Medicare and Medicaid Services, 2014b).
Registering, pre-specifying, and disclosing

Prospectively registering a study, pre-specifying the planned analyses, and sharing data and other materials are all elements of good research practice. The benefits of such practices are not limited to randomized evaluations but may be particularly important in this setting. Analyses of randomized interventions appear to be at the forefront of adopting these practices, as well as at the forefront of advocating for them (Miguel et al., 2014).

Prospective public registering of the design and primary outcomes of a randomized evaluation helps create a public record of studies that is not subject to concerns about publication bias. Registration through a centralized public registry can also help build a valuable resource for meta-analyses and for information on current research practices. In medicine, the US National Institutes of Health runs a centralized, public registry of clinical trials using human participants around the world (www.clinicaltrials.gov). In 2012, the American Economic Association created such a centralized registry for randomized controlled trials in the social sciences (www.socialscienceregistry.org).

The International Committee of Medical Journal Editors (ICMJE) now requires all randomized trials that began recruitment after January 1, 2005 to have been prospectively registered as a condition of publication (De Angelis et al., 2004). In economics, it has become more commonplace in recent years for researchers conducting RCTs to write detailed pre-analysis plans, attempting to completely specify the exact and full set of analyses to be run and results to be produced (see e.g. Alatas, Banerjee, Hanna, Olken, & Tobias, 2012; Casey, Glennerster, & Miguel, 2012; Finkelstein et al., 2012; Olken et al., Forthcoming).

At the other end of the research process, producing clear and accessible public use data files from the randomized evaluation can enhance the total amount that can be learned from the effort. Such public use files encourage both important replication exercises as well as open up the possibility for additional analyses, both with the existing data and through linking the study participants to other pre-existing data to study both other effects of the intervention and potentially longer run outcomes than in the original study.

Of course, registration, pre-analysis and disclosure are not always feasible, nor always desirable. As discussed below, sometimes random assignment is designed for policy purposes (such as fairness) rather than research purposes, and in such situations there may be limits to the extent of prospective registration and pre-specification depending on when in the process researchers become involved. Pre-specifying the analysis that will be run has great value in terms of reducing (or at least making clear the extent of) data mining and multiple hypothesis testing but can come at a significant time and cognitive burden, especially in the case of a trial where there are a variety of possible initial results, each of which suggest a different subsequent line of analysis and exploration (Olken, Forthcoming). Finally, it is not always administratively feasible; public disclosure of data files is sometimes prohibited by data use agreements necessary to be able to conduct the original analysis.
VI. When to Use RCTs

We have discussed many advantages of conducting randomized evaluations to test healthcare delivery innovations, but there are, of course, many challenges as well. These range from ethical considerations, to practical ones about time and cost, to theoretical ones about what is learned from such trials. Understanding the challenges as well as the advantages is important in deciding when using a randomized evaluation is an appropriate tool.

Ethics of rationing

One commonly raised concern about randomized evaluations is whether such investigations are ethical. A standard framework for considering this question is that of clinical equipoise, asking if there is sufficient uncertainty about whether or not the intervention is beneficial. Of course, the hardworking individuals who have developed a program or intervention may well believe it will prove beneficial, just as the scientists who develop a new therapeutic compound may well believe it will prove effective. But if there is not compelling theory or evidence that would suggest it would be beneficial, there may well be clinical equipoise.

Randomized evaluations are particularly appropriate when programs are oversubscribed, are scheduled to be rolled out in a gradual fashion, or are initially tested with pilot programs. In healthcare delivery, it is common that as programs start, or even if they are long-standing, they are reaching only a small fraction of the individuals who might benefit. In these cases, where there are capacity constraints, random assignment to the program may actually be a more equitable way to allocate slots than the ad hoc ways previously used. In fact, sometimes these sort of random allocations are chosen even without an eye to the research advantages. Perhaps the most famous example is the Vietnam Draft lottery, which has been used to study the impact of military service on post-military mortality (Hearst, Newman, & Hulley, 1986) and lifetime earnings (Angrist, 1990). Various charter school networks use lotteries to select students (Foundation, 2014), and the random selection used in the Oregon Health Insurance Experiment was designed in conjunction with stakeholders to address concerns about fairness rather than to facilitate research (Allen, Baicker, Taubman, Wright, & Finkelstein, 2013) (See spotlight on Oregon Health Insurance Experiment).
Spotlight on Randomization for Fairness: Oregon Health Insurance Experiment

Sometimes randomization is chosen for reasons unrelated to research yet can still provide a valuable research opportunity. In 2008, Oregon decided to allocate limited slots in a previously closed Medicaid program by random selection from a waitlist, deeming this the fairest way to distribute the scarce slots. As this random assignment also created a rare research opportunity, the state government partnered with academics to study the impact of expanding public health insurance (Allen et al., 2013).

The Oregon Health Insurance Experiment followed 75,000 individuals who signed-up for the Medicaid waitlist. Of these, about 30,000 were selected in the lottery and mailed a Medicaid application; 10,000 eventually enrolled. The study included primary data collection—mail surveys, in-person interviews, anthropomorphic and blood pressure measurement, dried blood spots—and links to administrative data—hospital and emergency department records, credit reports, enrollment in social safety net programs, and employment and earnings records. The random assignment of the lottery allowed for the estimation of the casual impact of Medicaid coverage in the first 1-2 years (Baicker, Finkelstein, Song, & Taubman, 2014; Baicker et al., 2013; Finkelstein et al., 2012; Taubman et al., 2014).

Expanded Medicaid coverage increased use of healthcare services across the board—including hospital admissions, emergency department visits, doctor visits, prescription drugs, and perceived access to and quality of care. Medicaid decreased financial strain (including medical debt and collections) but did not significantly change employment or earnings. Expanded Medicaid coverage led to improvements in self-reported health and to a substantial reduction in depression. There were no statistically significant effects on measured physical health (blood pressure, cholesterol, and glycated hemoglobin).

These findings dispelled some claims of leading public policy figures and healthcare experts—such as the claim that Medicaid had no proven benefits, or that Medicaid would reduce use of the Emergency Room—and has corroborated others—such as that Medicaid increased use of healthcare, including primary care and preventive care, and increased healthcare spending. As there are currently important policy decisions being made about the expansion of Medicaid benefits, these findings generated considerable media attention and have subsequently been used in government reports on the likely effects of expansion (Council of Economic Advisers, 2014).

Time and cost considerations

Another commonly raised concern about randomized evaluations is that they are prohibitively costly in time and money. It is important, however, not to confuse the time and monetary costs that are associated with some research projects with the **incremental** cost of doing that research as a randomized evaluation. Although doing interventions and collecting data often can be expensive, and prospectively following individuals often takes a long time, adding randomization need not, and often does not, add substantially to the costs, and in fact can reduce costs, particularly on the back end, where the analytical work is much simpler due to the randomized design. Moreover, the use of administrative data can not only dramatically reduce the monetary costs of evaluation, but can also reduce the time lags by allowing the researcher to get results essentially in real-time, including, for example, daily updates on any hospital re-admissions for study participants (Finkelstein et al., 2014).

An important issue in understanding the time and cost considerations for an RCT is when the randomization will be conducted. The standard in trials of new medical technologies (drugs or devices) is to recruit individual patients into the study, screen each for eligibility, obtain individual informed consent from each, and then only randomize those eligible individuals who agree to participate. In trials such as this, the burden of screening and recruiting individual patients means the sample sizes are often quite small. On the other hand, adherence to the assigned protocol is typically relatively high and attrition from the study is typically relatively low.
In the context of healthcare delivery randomized trials, there is often an alternative approach, where participants are randomized into being offered the program, rather than into the program itself. Study participants randomized into the treatment are then offered the program, screened for eligibility (if necessary), and then only take part in the treatment if they so choose. All individuals included in the random assignment are followed—including those who do not accept the offer of the intervention—often passively in administrative data, to study the outcomes. In trials such as this, large number of individuals can be randomly assigned, and there can be essentially no impact of the study on the administrators of the intervention, who simply receive a list of people to intervene on. However, take-up of the program (adherence to the assigned protocol) is typically low (See spotlight on Medicare Health Support Disease-Management Pilot). This low take-up or adherence in a trial does not interfere with obtaining estimates of causal effects (Angrist, Imbens, & Rubin, 1996). However, low take-up is detrimental to the statistical power of the study to detect effects of the intervention (see Appendix C).

For studies that are inherently small (when the intervention only applies to a limited set of people or there are capacity constraints), the gains in statistical power argue for enrolling participants and then randomizing them, as is typically done in medical trial. Similarly, if follow-up requires active participation from individuals, randomizing after enrollment limits the sample to those most likely to participate. Enrolling after randomization may also be ethically required in situations where there is potential for more than minimal risk to participants, as each participant needs to give informed consent. In other situations, however, where there is only minimal risk to participants, and follow-up can be done passively in existing administrative records, an “encouragement design”—where individuals are randomly assigned to be offered or encouraged to use the intervention—may be ethically acceptable and may make a large-scale trial practically feasible. These “encouragement designs” can be used both to test the relative efficacy of different encouragements (financial or non-financial incentives, information, defaults or nudges) and to test the effects of the intervention itself.

A related time concern is whether the intervention must remain static for the length of the RCT. In practice, many healthcare delivery innovations are complex programs which are continually adapting and improving. This model of changing and tweaking the intervention poses challenges for any evaluation design—randomized or observational—as the evaluation will always be measuring the average effect of the intervention over the study period. To the extent that the intervention has very different effects early and late in the study as the result of adaptations, these differences may be obscured by examining only the average effect. This issue, however, is not linked to the randomized design. Randomization will always aid in identifying the causal impact of the program even when the program is changing over time. Sometimes, as in the case of drug trials, randomization is also linked to very narrowly specified protocols to clarify the intervention under study. This approach may not be as appropriate in healthcare delivery studies, where the interventions may be less easily forced into strict protocols.
Spotlight on Timing of Randomization: Medicare Health Support Disease-Management Pilot

Randomization need not occur prior to individuals agreeing to participate in a given program, as can be seen in the Medicare Health Support Disease-Management Pilot Program. To test using centralized call centers staffed by nurses to do disease management, Medicare randomly assigned which eligible beneficiaries were offered the support programs. The 242,417 Medicare beneficiaries who were included in the randomization were typically very sick and had, on average, more than one hospitalization annually and $15,000 in 2004 Medicare expenditures (McCall & Cromwell, 2011). If assigned to the intervention group, the beneficiaries were offered disease management support from one of eight private companies, and could choose to participate or not. In practice, participation among those offered the programs was quite high (over 75 percent for all eight companies), but intensity of participation varied substantially; the percentage of participants with more than 10 contacts with health support ranged from as few as 20 percent to as high as 80 percent.

The evaluation examined changes in the rates at which patients received certain medical screenings (“process-of-care” measures). It also analyzed the rates of hospitalizations and ER visits, both overall, and for a subset of conditions considered “ambulatory care sensitive” (“utilization of care” measures) (McCall & Cromwell, 2011). The study found that across the eight disease-management programs and five process-of-care measures, only 14/40 had any significant improvement for the intervention group. Moreover, these improvements were small in magnitude (1.3-3.1 percentage points). Only one company’s intervention reduced the rate of growth of hospitalizations for any condition, and one other was able to reduce the rate of growth for hospitalizations for ambulatory care sensitive conditions.

This program shows the feasibility of randomizing very large numbers of beneficiaries prior to enrollment in the intervention program. Administrative data on Medicare beneficiaries was used to identify eligible candidates and to measure outcomes. The analysis was done on an intent-to-treat basis, identifying the effect of offering beneficiaries the health support. In this case, that may be the policy relevant parameter, but this could vary. It would also be possible to analyze the data using an instrumental variable approach to identify the effect of health support in those choosing to participate in the program when offered.

Patient-level vs. organization or system level RCTs

As seen in Section IV, most RCTs on healthcare delivery randomize at the unit of the patient. For some questions, the necessary unit of randomization is larger. For example, a study of the efficacy of alternative interventions aimed at improving physician compliance with guidelines presumably needs to be randomized at the physician (rather than patient) level. Moreover, if physicians within a practice affect each other either through their behavior or through directly sharing information, such an intervention might in fact need to be done at yet a higher level of aggregation—the relevant physician “practice.” Likewise, a study of the impact of improved electronic medical records might need to occur at the physician practice or hospital level. Efforts to randomize across these “larger” units—such as physician, physician practice, hospital unit, or hospital—can present logistical and financial challenges to achieving sufficient sample size. Coordination among multiple healthcare systems may well be needed to achieve sufficient sample size. Such cluster-randomization is not completely infeasible, however; some recent studies of ICU protocols to reduce hospital-acquired infections were randomized at the level of the ICU (Harris et al., 2013; Huang et al., 2013). More such efforts would be very valuable.

Of course, just because the intervention itself occurs at a large scale does not mean that the randomization must as well. New structures and organizations do not necessarily include all patients; more often they are...
created for some subset of patients (for example, those covered by a specific payer) and exist in parallel with the existing organizations and structures. At least in theory, then, some individuals could be randomized into the new structure or into difference incentives to enroll in the new system. We discuss this in more detail in Section VII below.

The converse is also true: even when the unit of intervention is small (e.g. a patient), the impact of the intervention may depend on the number of patients in the market (or relevant unit) affected. As a result, just because an intervention is at the patient level does not mean that the only relevant unit for randomization is the patient level. For example, the Oregon Health Insurance Experiment studied the impact of covering approximately 10,000 low-income uninsured adults in Oregon with Medicaid. This number, while large enough to measure the impact of Medicaid on many outcomes precisely, represents only a small fraction of the population of 4 million in Oregon, or even of the approximately 200,000 uninsured (Finkelstein et al., 2011). It therefore allows the researcher to detect effects of covering a given individual with health insurance, holding the general healthcare environment constant. The effects of a market-wide expansion in coverage of all or many of the uninsured may well be different (Finkelstein, 2007). They might be disproportionately smaller, for example, if patients encounter capacity constraints, such as a fixed supply of doctors and hospital beds, particularly in the short run. The effects of a market-wide expansion might also be disproportionately larger, if, for example, the market-wide change in insurance coverage causes changes in the general healthcare environment such as doctor practice style, or adoption of new medical technologies.

The challenges to designing a randomized evaluation that can capture effects of a sizable area-wide change in health insurance coverage (or some other policy) would presumably be substantial. In some contexts, however, researchers have been successful at designing studies to look at these broader effects. For example, Miguel and Kremer (2004) randomized de-worming treatments for children at the school (rather than student) level in order to capture the potential externalities on the education and health of untreated children at the school. Randomized evaluations can be designed to evaluate such spillover effects, by randomizing the proportion of individuals within the relevant unit that are assigned the treatment, as well as randomizing which individuals within the unit are assigned the treatment. Such designs have been effectively employed, for example, to study both the direct and indirect (displacement) impacts of job placement assistance on labor market outcomes for unemployed youth in France (Crepon, Duflo, Gurgand, Rathelot, & Zamora, 2013).
VII. Summary and Possibilities

Too few RCTs in US healthcare delivery are currently conducted. The value of more RCTs in the healthcare sector is very high and, fortunately, we see reasons to be optimistic that we will soon see many more RCTs in healthcare delivery; providers have increasing incentives (“skin in the game”) to understand what is most effective at improving the efficiency of healthcare delivery, and the growing availability and sophistication of administrative data and information systems offer increasing opportunities for low-cost, high-quality RCTs. Attention to measuring a broad range of outcomes and to designing RCTs to test theories or uncover underlying mechanisms will further enhance their impact. Through our “spotlights,” we have highlighted a few examples of RCTs on healthcare delivery interventions that have achieved some of these objectives.

We conclude by offering some questions on the efficiency of US healthcare delivery that could be explored through RCTs, along with some specific examples for each type of question. The discussion is not meant to be exhaustive or prescriptive. Rather it is meant to highlight the range of possible RCTs across interventions, actors, and outcomes. We emphasize in particular the potential for using RCTs to study the impact of interventions not only at the patient or provider level, but also the redesign of care to a specific population, and system-wide changes in practice. Some of these RCTs could be implemented quite easily with a single implementing partner (such as a hospital, pharmacy, employer, or insurer); others are more ambitious and require more coordination across multiple partners.

Choice of appropriate care

In almost every area of medicine, there is evidence that individuals do not receive all the care that is recommended while receiving care that is not recommended. The examples are too numerous to list; they run the gamut from concerns about underuse of preventive vaccines or medication for chronic conditions, to underuse and overuse of screening or invasive surgery. Physician professional societies, the US Preventive Services Task Force and other groups have long published guidelines for appropriate care; more recently under the Choosing Wisely initiative, professional societies have started publishing lists of commonly provided care that should be questioned (Choosing Wisely, 2014).

One can imagine a wide range of potential randomized interventions across patients and/or across providers to examine the impact of interventions designed to bring practice more in line with recommendations. These could use many of the tools discussed above: financial and non-financial incentives, information, defaults and nudges, decision support tools. Table 7 provides just a few examples of these kinds of potential RCTs.
Tests of different approaches are most likely to arise in the context of a single medical condition and around a limited set of care choices and the results will therefore be most applicable to that condition and care choice. Ideally, however, through the accumulated evidence from multiple thoughtfully-designed studies, we can also learn some general principles about how we can likely best design systems that better encourage appropriate care. Moreover, any intervention that changes the likelihood of a specific treatment that is believed to be under- or over-used could then be used in an encouragement design to test the downstream effect of this treatment on patient health, healthcare utilization and healthcare costs.

Who provides care and where and how care is provided

As with questions about how best to encourage appropriate care, questions of how to provide the care efficiently are nearly limitless. For almost any area of medicine or any specialty, there are questions to consider of who should provide the care, where, and how it is provided. One very active area of randomized trials in this space is the provision of care management, accounting for 11 percent of the healthcare delivery RCTs we reviewed and including the Medicare Care Coordination Demonstration (Coburn et al., 2012; Peikes, Chen, Schore, & Brown, 2009). To name just a few other questions of these sort (also included in Table 8): can patients be safely and appropriately discharged earlier after caesarean section, does an in-hospital specialist consult improve post-discharge outcomes, and what are the impacts of providing patients with e-mail and phone access to primary care nurses and physicians? The specific options in the choice set may vary—depending on the condition, the relevant question may be whether care is provided by specialists vs. generalists, physicians vs. nurses or other allied health professionals, in hospital vs. outpatient, in home vs. in office, in person vs. by videoconference, etc. And for all of these, a natural set of questions is whether and when care in these different formats are substitutes or complements.
Table 8. Who provides care and where and how care is provided

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Randomization</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Post-partum length of stay</strong></td>
<td>Offer early discharge after Caesarian delivery with post-discharge home visit by a nurse and/or a lactation consultant.</td>
<td>Randomly assign patients.</td>
</tr>
<tr>
<td></td>
<td>In EMR and claims data, examine impact on length of hospital stay, use of outpatient care, and post-discharge complications for mother and baby.</td>
<td></td>
</tr>
<tr>
<td><strong>In-hospital pain specialist consultations</strong></td>
<td>Do not discharge opioid-tolerant patients without an in-hospital consultation with a pain specialist</td>
<td>Randomly assign patients</td>
</tr>
<tr>
<td></td>
<td>In claims data, examine post-discharge use of pain medication, emergency department visits, and readmissions</td>
<td></td>
</tr>
<tr>
<td><strong>Phone (or video) primary care visits</strong></td>
<td>Offer “virtual” visits with primary care nurse practitioners and physicians</td>
<td>Randomly assign patients</td>
</tr>
<tr>
<td></td>
<td>Alternatively, randomly assign primary care clinics</td>
<td></td>
</tr>
<tr>
<td></td>
<td>In claims data, examine impacts on use of virtual and standard primary care visits, and downstream healthcare costs and outcomes.</td>
<td></td>
</tr>
</tbody>
</table>

**Efficient use of existing resources**

Another important set of questions is whether with better practices, the healthcare delivery system could make more productive use of existing resources (be it doctors, nurses, hospital beds, operating rooms, or imaging machines). For example, can operations research techniques borrowed from manufacturing help to reduce the amount of time that expensive capital equipment is idle? Can more efficient scheduling and staffing algorithms reduce wait times for appointments and allow more patients to be seen? A related question is how to reduce wasteful and fraudulent behavior by healthcare providers, which is estimated to cost the US healthcare system nearly $200 billion each year, about $60 billion of which occurs within Medicare and Medicaid (Berwick and Hackbarth 2012).

Table 9 provides some examples of the types of RCTs that would fall into this category. Unlike many of the other topics, in this area, the intervention is more likely to be on a back-office system and may not be transparent to the patient and providers.
Table 9. Efficient use of resources

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Randomization</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Outpatient appointment scheduling</strong></td>
<td>Use machine-learning to predict no-shows to outpatient appointments and adjust number of patients booked</td>
<td>In administrative data, examine impact on patient wait times and physician time spent with patients</td>
</tr>
<tr>
<td><strong>Emergency department staffing</strong></td>
<td>Use queuing theory to adjust planned emergency department staffing</td>
<td>In administrative data, examine impact on probability of patients leaving without being seen, patient wait times, and use of staff</td>
</tr>
<tr>
<td><strong>Outlier billing</strong></td>
<td>Send letters to providers with unusual billing behavior</td>
<td>In claims data, examine whether unusual billing by providers decreases, also spillover effects to other billing areas and if patients change providers</td>
</tr>
</tbody>
</table>

**Insurance design**

One area where there have been several large RCTs is insurance design and, in particular, the area of consumer cost-sharing. Evidence from randomized evaluations of cost-sharing in the RAND Health Insurance Experiment and the Oregon Health Insurance Experiment indicates that healthcare use rises when consumer out of pocket payments fall (Finkelstein et al., 2012; Newhouse & the Insurance Experiment Group, 1993). A recent large RCT even used this price-sensitivity to selectively adjust cost-sharing to encourage the use of recommended medications (Choudhry et al., 2011).

There is much less evidence on some of the contract and reimbursement insurance design ideas currently being explored. One such idea is the use of tiered or reference pricing systems which could be applied to coverage across providers or to coverage of different treatment options. Others include pre-authorization requirements and systems, and limited or high-value networks.

Table 10 gives some examples of potential RCTs in insurance and reimbursement design, including the use of reference pricing for CT scans, reimbursement rates for different types of care, and the extent of the provider network. Design of such RCTs presents some challenges, including often requiring coordination across multiple players (government, employers, hospital systems, providers). In addition, regulations may prevent employers or other payers from randomizing across individuals, even between actuarially equivalent plans. As a result, plans may need to be randomized at the employer-plan or employer level. The example of previous RCTs testing targeted consumer cost-sharing changes (Choudhry et al., 2011) and targeted physician pay-for-performance programs (Bardach et al., 2013; Petersen et al., 2013) offers a proof of concept that these types of RCTs may be feasible. Alternatively, one could consent individuals into participating in a study where they will be randomized into one of several different plans provided by the experiment, much as the RAND Health Insurance Experiment did over thirty years ago. Such ambitious trials may be needed to answer fundamental questions about the health insurance market.
Table 10. Insurance contract and reimbursement design

<table>
<thead>
<tr>
<th>Reference pricing for CT scans</th>
<th>Intervention</th>
<th>Randomization</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cover only reference price for CT scans with patient responsible for balance</td>
<td>Randomly assign at employer level</td>
<td>In claims data, examine impact on use of CT scans, provider choice, and downstream healthcare costs and outcomes</td>
</tr>
</tbody>
</table>

| Adjusting prices | Pay more for high-value care and less for low-value care | Randomly assign billing codes to readjustment | In claims data, examine impact on healthcare use, costs, and outcomes |

| Limited network plans | Cover only limited (high-value) network of providers | Randomly assign consenting individuals to different provided plans (actuarially equivalent) | In primary and administrative data, examine impact on healthcare use and costs, access, quality, health, and finances |

System-wide innovations

An oft-heard concern about RCTs as a tool in improving the efficiency of healthcare delivery is that they are not feasible for the sort of system-wide innovations that may be needed. As a counterargument to this, we discuss in more detail two specific, distinct examples of system-wide issues and how RCTs might be used in those settings.

Hospital management

There is a great deal of variation across US hospitals in the quality of their management practices (Bloom, Genakos, Sadun, & Reenen, 2012) and in the health outcomes they produce with a given amount of inputs (Chandra, Finkelstein, Sacarny, & Syverson, 2013). There are many case studies on good management practices and cross-sectional evidence that better hospital management practices are associated with better patient clinical outcomes and better hospital financial outcomes (Bloom, Raffaella, & Van Reenen, 2014; Gawande, 2012; Leonhardt, 2009). A randomized trial of the introduction of better management practices on patient outcomes and hospital performance would tell us the direct causal impact of better management practices.

Such an RCT is wholly within the realm of possibility. Proof of concept has been provided by a successfully implemented RCT on management practices in textile plants. The researchers randomized the provision of free consulting on management practices to a randomly selected set of treatment plants and found that relative to the control plants, those who were randomized into the free management consulting services adopted better management practices and experienced increased productivity within a year through improved quality and efficiency and reduced inventory (Bloom, Eifert, Mahajan, McKenzie, & Roberts, 2013).

Payment reform

A major new theme in health policy is innovation in the payment structure for healthcare providers, including bundling payments for episodes of care and creating shared saving contracts. Because they are market-wide interventions, these innovations are often held up as an example of something that is hard to
study through a randomized evaluation. Yet as these payment mechanisms evolve, the set of patients or conditions included is expanded and re-defined. As they expand to take on new blocks of risk (i.e. new groups of patients), one could randomize at the patient level which patients are included. Of course, as discussed in Section VI—and in Finkelstein (Finkelstein, 2007)—this would miss any impact of the payment reform that operates by providers modifying care for all patients (including those not covered by the payment reform). However it would still provide very useful information on the impact of alternate payment structures on health outcomes and healthcare use and costs that result from modifying care at the patient level.

More generally, even system-wide innovations in U.S. healthcare delivery often start as pilot or demonstration projects. This can provide opportunities to randomize at the patient level, as described above, or at the organization level. For example, CMS may run a demonstration project where they partner with a limited number of states, hospital systems, or other care organizations. When there is sufficient interest, it might be possible to use random selection to determine which of the well-qualified partners participate and to create a clear control group.
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Appendix A: Literature Searches

Frequency of randomized trials vs. non-randomized studies of healthcare delivery

To understand how commonly RCTs are used to test healthcare delivery innovations, we conducted a review of papers on healthcare delivery published from 2009-2013 in the top journals in three fields where we expected studies of healthcare delivery interventions to be most common: medicine, health services research, and economics. In economics, we reviewed all papers published in *American Economic Review, Quarterly Journal of Economics, Journal of Political Economy, and Econometrica*. In health services journals, we reviewed all papers published in *Health Affairs, Medical Care, and Milbank Quarterly*. In medicine, we reviewed papers published in *New England Journal of Medicine, the Journal of the American Medical Association, Annals of Internal Medicine, and PLoS Medicine*. Because of the high volume of publications in these journals in medicine, we randomly selected 4 months per year, for a total of 20 months.

In all cases, we limited our review to inference studies that investigate a potentially causal link or association between an intervention (treatment) and an outcome. In addition, we further excluded those inference studies not taking place at least partly in the US or for which the location was unknown (with the exception of the economics literature review, where we included an explicit comparison to development studies).

Research assistants reviewed the online table of contents and abstracts to identify inference studies. Where necessary, they also reviewed the full article. For all inference studies, the research assistants recorded the title, authors, journal, and year in a spreadsheet, whether the design was a randomized controlled trial, and the topic field (such as healthcare delivery, medical technology, education, etc.). We provide more detail on each of the literature searches below.

**Medicine**

In medicine, we reviewed all articles in the *New England Journal of Medicine, the Journal of the American Medical Association, Annals of Internal Medicine, and PLoS Medicine* from four randomly selected months in the years 2009-2013. In total, there were 925 articles published in the four journals in the twenty months considered. Two research assistants split the work of reviewing the 925 abstracts. A randomly selected subsample of 60 abstracts was double-coded. For the 60 abstracts reviewed by both, they disagreed on the classification as inference on 3 articles and on the classification as healthcare delivery vs. medical on 2 articles.

We limit our discussion to inference studies that investigate a potentially causal link or association between a treatment and an outcome and that considered either a medical or healthcare delivery innovation (N=430). We further excluded those inference studies not taking place at least partly in the United States (N=203) or where the location of the study was not available (N=9). This left 238 US-based inference studies in either healthcare delivery or medical innovations.

---

4 These economics journals have been ranked as the top journals for “ambitious economists” (Engemann, K. & Wall, H., 2009). We excluded the non-peer reviewed “Papers and Proceedings” issue of the *American Economic Review*.

5 These health services journals are the top three ranked by impact factor (Thompson Reuters. 2012a.).

6 These four journals are among the top six journals for general and internal medicine ranked by impact factor (Thompson Reuters. 2012b.). We excluded the other two journals in the top six (*The Lancet, and British Medical Journal*) after a preliminary investigation of 4 months of articles found no papers on US healthcare delivery published in these British journals.
Health Services Research

For the years 2009-2013, we reviewed all the abstracts of the papers in *Health Affairs, Medical Care,* and the *Milbank Quarterly.* A single research assistant reviewed the titles and abstracts of the over 2200 articles published in those journals in those years. This review identified 548 empirical inference studies that investigate a potentially causal link or association between a treatment and an outcome (N=548). These were coded by location of the study, as being on healthcare delivery or not, and as being randomized control trials or not. Restricting to US-based healthcare delivery studies left 405 articles.

Economics

For the years 2009-2013, we reviewed all the abstracts of the papers in *American Economic Review,* *Quarterly Journal of Economics,* *Journal of Political Economy,* and *Econometrica.* A single research assistant reviewed the titles of abstracts of the roughly 1200 articles published in those journals in those years. This review identified 314 applied microeconomic papers making causal inferences. This excludes laboratory-based studies. These inference studies were coded by location of the study, general topic, and as being randomized controlled trials or not. There were 197 studies based at least partly in the US on healthcare delivery and other topics. We also use data on the 31 international development papers as a further comparison group.

Publications from evaluation firms

We reviewed the publication databases at MDRC, Mathematica Policy Research (MPR), Abt Associates, and the program evaluations database at RAND (Abt Associates, 2013; Mathematica Policy Research, 2013; MDRC, 2013; RAND, 2013). We restricted our search to publications from 2013 of work that took place in the US. We limit our discussion to inference studies that investigate a potentially causal link or association between a treatment and an outcome. We further exclude publications that only discussed aspects of the implementation of a study but did not discuss the results of the intervention itself. When a single study resulted in multiple publications, we count that study once. We do, however, allow studies to contribute to multiple topic areas when appropriate.

Potential publication bias

Many medical journals require that randomized studies that prospectively and randomly assign participants to an intervention have their basic information recorded in a registry before they begin. The Food and Drug Modernization Act of 1997 required the registration of all trials of new and experimental drugs (Clinicaltrials.gov, 2014). By 2005, the International Committee of Medical Journal Editors (ICMJE) had announced that it would require all trials to be registered as a condition of publication (De Angelis et al., 2004). Run by the US National Institutes of Health, www.clinicaltrials.gov is the largest single registry of clinical trials (National Institutes of Health, 2013b).

To estimate how many registered randomized controlled trials are for healthcare delivery innovations, we consider all studies whose information was first received by clinicaltrials.gov from January 1, 2006 and December 31, 2010. We downloaded links to study descriptions for all 17,947 randomized “interventional studies” which were US-based. Studies were divided in the registry into nine categories according to the type of intervention tested: Drug, Behavioral, Procedure, Device, Biological, Dietary Supplement, Radiation, Genetic and Other. We randomly selected 50 studies from each category (except for “Genetic” and

---

7 We use earlier years for the search in clinicaltrials.gov than for the search in the top medical journals because study registration occurs much earlier for a given study than the publication of findings. We use a 5-year period beginning in 2006 because that was the first full year for which study registration is required for subsequent publication in most journals.
“Radiation” studies, which had only 25 and 36 studies, respectively) to be catalogued: a total of 411 studies. We recorded whether the studies were for medical interventions (such as drugs and devices) or for healthcare delivery innovations. To calculate statistics based on this stratified random sampling, we use weights equal to the average probability of being sampled divided by the probability of being sampled in the individual intervention category.

Characteristics of randomized trials of healthcare delivery

To identify randomized trials of US healthcare delivery innovations, we reviewed articles published in 2009-2013 in four top medical journals the New England Journal of Medicine, the Journal of the American Medical Association, Annals of Internal Medicine, and PLoS Medicine. We used the Cochrane Highly Sensitive Search Strategy (Higgins & (editors), 2011) to search PubMed for randomized studies published in these journals during those years. This search returned 1784 results, and we identified 99 as RCTs testing healthcare delivery innovations in the United States. The citations for the 99 included studies are included below.

Two research assistants split the work of reviewing the titles and abstracts returned by the search. For articles identified as healthcare delivery RCTs, they reviewed the full article as well. The research assistants recorded the author, journal, and year of the article and coded a variety of measures on the size and length of the trial, the randomization, the intervention, the data sources, and the outcomes measured. A total of 10 studies were double-coded by both research assistants. This identified several discrepancies in the coding procedures, and variables were recoded using new agreed-upon procedures.

---

8 A minority of randomized interventions (7 percent) had two different study types listed. In these cases, studies were classified based on the first listed intervention type.
Appendix B: List of Healthcare Delivery RCTs

From Top Medical Journals (2009-2013)


Choudhry, N. K., Avorn, J., Glynn, R. J., Antman, E. M., Schnewiess, S., Toscano, M., Shrank,


Kerlin, M. P., Small, D. S., Cooney, E., Fuchs, B. D., Bellini, L. M., Mikkelsen, M. E., Halpern,


From Top Economics Journals (2009-2013)


From Top Health Services Journals (2009-2013)


Halpern, S. D., Loewenstein, G., Volpp, K. G., Cooney, E., Vranas, K., Quill, C. M., Bryce, C.


From Evaluation Firms (2013)


Appendix C: Timing of Randomization and Statistical Power

An important issue in understanding the time and cost considerations for an RCT is when the randomization will be conducted: after recruiting, screening, and enrolling patients in the study (as is the standard in drug trials), or at the point of offering individuals access to the program. In the main text we discussed some of the tradeoffs involved in these two approaches. Here we expand on the discussion of the substantial loss of statistical power associated with randomizing at the point of offering instead of after enrollment.

In particular, if randomization occurs at the point of offering, and only $X$ percent of those offered take up the program, the sample size needed to detect a given effect size will be $(100/X)^2$ times the sample size needed to detect that effect size with 100 percent take-up (as is usually close to the case if randomization occurs after enrollment). This is because while statistical power increases with sample size, it does so at a diminishing rate. For the intent-to-treat effect of an intervention estimated using OLS regression, statistical power is proportional to the t-statistic. Since $t = \beta / \sigma \sqrt{n}$ where $\beta$ is the coefficient on the intervention and $n$ is the sample size, multiplying $\beta$ (the intent-to-treat effect) by $X$ is equivalent in its impact on power to multiplying $n$ (the sample size) by $X^2$.

Imagine two RCTs using a target population of 200 people, of whom 50 percent will be willing to participate. In Trial A, we randomize 100 people to the control group and 100 people to the treatment group. Of those 100 assigned to the treatment group, all are offered the intervention and 50 (50 percent) chose to participate. In Trial B, we first approach all 200 people as ask them to enroll. We find 100 people (50 percent) who choose to participate and randomize them. We are left with 50 people in the control group and 50 people in the treatment group.

In Trial A compared to Trial B, the sample size is double (200 vs. 100), but the average treatment effect is half as big (since only 50 of the 100 treatments in Trial A get the benefit). Because there are diminishing marginal returns to sample size on power, doubling the sample size does not result in statistical power to detect half the effect. Trial B is higher powered for the same true treatment effect despite being smaller. Put another way, because power declines linearly in the take-up rate while it increases only with the square root of sample size, if with 100 percent take up of the intervention in the treatment arm (and 0 in the control) one would need a sample size of $n$ to have power to detect a given effect size, then with 20 percent take-up of the intervention in the treatment arm (and 0 in the control) one would need a sample size of $25n$ to have power to detect the same effect size of the intervention.