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Abstract

Understanding specific barriers to job search and returns to relaxing these barriers is im-

portant for economists and policymakers. An experiment that changes the default process

for initiating job applications increases applications by 600% on a search platform in Pak-

istan. Perhaps surprisingly, the marginal treatment-induced applications have approximately

constant rather than decreasing returns. These results are consistent with a directed search

model in which some jobseekers miss some high-return vacancies due to psychological costs

of initiating applications. The finding of constant returns to marginal applications, combined

with limited spillovers onto other jobseekers, raises the possibility of suboptimally low search

effort.
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1 Introduction
Job search is a central feature of labor markets, and search frictions can have important economic
consequences. For instance, in macroeconomic models, frictional search can help to explain both
employment levels and the productivity of firm-worker matches (Shimer, 2010). Microeconomic
research has documented many specific job search frictions ranging from pecuniary search costs
to incomplete information (e.g. Abebe et al. 2021a,b; Abel et al. 2019; Bandiera et al. 2021; Belot
et al. 2018; Franklin 2017). Recent work has shown that behavioral factors such as present bias,
reference-dependence, and motivated reasoning can also impact search decisions (e.g. Cooper &
Kuhn 2020; DellaVigna et al. 2022; Mueller & Spinnewijn 2022).

We study behavioral barriers to job search effort on a search and matching platform. The plat-
form sends text messages about relevant new vacancies to jobseekers, who must call the platform
to apply. Adding follow-up calls inviting jobseekers to immediately start applications, which re-
duces the initiative required to apply, substantially increases their propensity to apply. Moreover,
returns to the additional applications are approximately constant rather than decreasing, raising the
question of why jobseekers don’t apply more in the absence of calls. To explain this, we propose a
model with heterogeneous psychological costs of initiating applications that can be high enough to
deter some applications to even high-return vacancies, resulting in suboptimally low search effort.

To generate experimental evidence on this search barrier, we work with a novel job search plat-
form in Lahore, Pakistan.1 Platform data allow us to observe all vacancy characteristics, job ap-
plication decisions, application materials, and interview outcomes for roughly 1.1 million matches
between vacancies and jobseekers. The 9,800 jobseekers are recruited from a city-wide represen-
tative household listing. Thus, they have a wide range of education, from incomplete primary to
graduate levels, and a wide range of baseline labor force attachment, from employed and searching
to non-employed and non-searching. This sample breadth is unusual in experimental job search
studies (Poverty Action Lab, 2022), partly because of the household listing and partly because
using the platform requires only basic literacy, a simple phone, and almost no airtime, generating
very few technological and pecuniary barriers to search.

Our main experimental treatment changes how jobseekers initiate applications on the platform,
moving them from an active role to a passive role. Specifically, all users receive monthly text
messages listing new vacancies that match the qualifications and preferences they report at sign-
up. Users in the control group must call the platform to initiate applications, while users in the
treatment group also receive a phone call inviting them to apply, so they do not need to initiate calls
to apply. The experimental design holds constant other parts of the search process: the phone call

1Job platforms have become a central feature of many labor markets. In Pakistan in 2021, Rozee, LinkedIn, and
Bayt had respectively 9.5, 7.5, and 3 million users. Bayt had 39 million users in 2021 across the Middle East, North
Africa, and South Asia. LinkedIn had >10 million users in 2022 in at least 8 developed and 10 developing countries.
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has negligible effects on pecuniary and time costs of applying, provides no direct encouragement
or pressure to apply, and provides no extra information about vacancies. Hence, we interpret
treatment as primarily reducing the psychological cost of initiation.

Our two key findings are that phone calls dramatically increase the job application rate, and that
the average return to additional applications is roughly constant rather than decreasing. Treatment
increases the share of jobseeker-vacancy matches receiving applications by seven-fold, from 0.2
to 1.5%.2 Using treatment as an instrument for applying shows that marginal applications submit-
ted due to treatment have a 5.9% probability of yielding interviews, which is neither substantively
nor statistically different from the 6.3% probability for applications from the control group. This
implies that returns to job search are roughly constant over this large increase in applications. The
same pattern holds when we weight interviews by their desirability in terms of salary, hours, com-
muting, and non-salary benefits. An additional experiment shows that this finding is not explained
by differences in the quality of jobseekers who submit marginal versus inframarginal applications.
We also develop tests to show that the constant returns finding is robust to potential complications
around the exclusion and monotonicity conditions in our instrumental variables analysis.

The finding of roughly constant returns is surprising. We might expect jobseekers to prioritize
applying to vacancies with the highest combination of expected interview probabilities and desir-
able attributes, and hence that extra applications would have decreasing returns. This behavior
would be consistent with many models of ‘directed’ job search, reviewed by Wright et al. (2021).
The constant returns finding by itself is consistent with canonical models of ‘random’ job search
(e.g. Pissarides 2000) but we show later that our other results are inconsistent with random search.

To explain our two key findings, we propose a modified directed search model. As in many
models, in each period jobseekers apply to those vacancies with expected return above the cost of
applying. Our key assumption is that application costs vary within jobseeker through time and can
be large enough that some jobseekers submit no applications in periods in which they face a high
cost draw, even to high return vacancies. For example, a jobseeker may face a high psycholog-
ical cost of initiating applications when they are stressed by illness, domestic responsibilities, or
work. The phone call treatment reduces application costs, leading naturally to more applications.
However, these marginal applications come from two sources: jobseekers facing already low costs
apply to additional vacancies, which will have lower average returns than their inframarginal ap-
plications, and jobseekers facing high costs – who would not have applied to any vacancies in that
period without treatment – now apply to some vacancies. Because the second type of marginal ap-
plications can have higher returns than inframarginal applications, the average return to marginal
applications – averaged across treated jobseekers facing high and low cost draws – can equal the

2It is unsurprising that most matches do not generate applications. A match simply means the jobseeker qualified
for the job and is interested in that occupation. In any search environment, jobseekers will apply to only a small subset
of such jobs. The same pattern holds on some other platforms that economists have studied (Appendix A).
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return to inframarginal applications.
The model shows how the common assumption of decreasing returns to additional search for

each individual jobseeker in each period can lead to constant returns to additional search averaged

over jobseekers and periods. This model’s predictions match both our two key findings and our
secondary results about which jobseekers submit marginal applications and where they direct them.

Given the importance of application costs in the experiment and the model, we explore in
detail what types of costs jobseekers face. We show that pecuniary and time costs of applying on
our platform are low, and that additional experiments that directly reduce the pecuniary or time
costs of applying have little effect on applications. This leaves psychological costs of initiating
applications as the most likely category of cost addressed by the phone call treatment. Within
this category, the existing literature suggests multiple candidates, including the cognitive cost of
paying attention to text messages and mentally processing their content (Gabaix, 2019), fear of
applications being rejected (Köszegi et al., 2022), and present bias (Ericson & Laibson, 2019),
all of which can vary through time. Our findings and interpretation are consistent with research
showing that eliminating the need to initiate decisions can raise financial and health investment,
reviewed by DellaVigna (2009). Our key modeling assumption of time-varying psychological
costs borrows from behavioral models that seek to explain low adoption of seemingly high-return
investments (Carroll et al., 2009; Duflo et al., 2011).

We can test and reject several plausible alternative explanations. Perhaps most importantly,
the constant returns finding by itself is consistent with prominent models of ‘random’ job search,
the main alternative to directed search models. In these models, vacancies are homogeneous and
jobseekers randomly choose where to apply (Pissarides, 2000). But random search models do
not match other results we find: not only do we observe that jobseekers on our platform direct
applications to vacancies with desirable attributes, but we also run an additional experiment to
encourage random search that generates sharply decreasing returns to marginal applications.

We can also reject some specific behavioral explanations – reminders or explicit encouragement
or pressure – because these are inconsistent with the platform design and results from additional
experiments. Information- or belief-based explanations – e.g. more information about matches or
higher perceived returns to applications – are also inconsistent with the platform design, results
from additional experiments, and survey measures of beliefs.

Importantly, we do not find evidence that this additional search has negative spillovers on other
jobseekers. We treat 50% of jobseekers on the platform, increasing total search enough that large
spillovers are possible. Instead, we find that individual jobseekers’ interview probabilities are un-
affected by competing against more treatment-induced applications. We also find that jobseekers’
treatment status does not affect their off-platform search behavior.

On the platform, search outcomes are measured using interviews and interview attributes. In-
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terviews are an important search outcome because they are a necessary condition for job offers
and impose non-trivial costs on both job applicants and firms. Hence their widespread use in some
areas of labor economics such as audit studies. Using interviews or even applications as final out-
comes is relatively common in the literature studying search on platforms (e.g. Belot et al. 2018),
either for power reasons or because most platforms do not track data on job offers or employment.3

Our paper makes three contributions. First, by studying psychological costs of job search, we
contribute to a nascent literature on behavioral job search, reviewed by Cooper & Kuhn (2020).
Existing work shows patterns of job search that are consistent with present bias, motivated reason-
ing, and reference dependence (e.g. DellaVigna et al. 2017, 2022; Mueller & Spinnewijn 2022;
Paserman 2008), but does not isolate the psychological costs of initiation.4

Second, our results have clear and novel policy implications for addressing behavioral barriers
to search. Babcock et al. (2012) suggest multiple ways to harness behavioral economics to encour-
age and improve job search. However, there are few evaluations of policies designed to directly
target behavioral factors, all of these focus on helping jobseekers make plans to search more, and
none compares returns to marginal and inframarginal search (Abel et al., 2019; Caria et al., 2023;
Sanders et al., 2019). We extend this work by running multiple field experiments to show how dif-
ferent changes to the job search environment can produce substantially different impacts on search
effort and different returns to search. Behavioural channels may be relevant for many other job
search policies: motivated reasoning might affect how jobseekers process and use new informa-
tion, present bias and reference dependence might influence how jobseekers spend subsidies, and
relationships between caseworkers and jobseekers might have behavioral components.5 However,
research into these job search policies has not sought to pin down behavioral components.

Third, we provide a direct estimate of returns to additional search effort caused by reducing
behavioral barriers. Returns to search effort, typically interpreted as job applications, are central
to canonical job search models (Pissarides, 2000) and are important for evaluating policies such
as search subsidies or search requirements for recipients of unemployment insurance. Direct esti-
mates of returns to search are very rare, making it difficult to understand variation in the effects of

3Banfi et al. (2019), Belot et al. (2022b), Faberman & Kudlyak (2019), He et al. (2021), Marinescu (2017a),
and Marinescu & Wolthoff (2020) use applications as their final outcomes. Fewer papers use employment as a final
outcome and these largely use administrative employment data in high-income countries (Behaghel et al., 2023; Belot
et al., 2022a; Ben Dhia et al., 2022; Fernando et al., 2021; Marinescu & Skandalis, 2021). Online gig work platforms
provide employment data, but for a very different type of work (e.g. Agrawal et al. 2015). A related set of papers study
platform users using survey data but have limited data on platform use (e.g. Kelley et al. 2021; Wheeler et al. 2022).

4Related work studies links between job search and locus of control (Caliendo et al., 2015; McGee, 2015) and
behavioral job search in labs (Brown et al., 2011; Falk et al., 2006a,b; Fu et al., 2019; McGee & McGee, 2016).

5Abebe et al. (2021a,b), Abel et al. (2020), Altmann et al. (2018, 2022), Bandiera et al. (2021), Bassi & Nansamba
(2020), Beam (2016), Behaghel et al. (2023), Belot et al. (2018), Belot et al. (2022a), Boudreau et al. (2022), Carranza
et al. (2021), Dammert et al. (2015), Kiss r⃝ al. (2023), Spinnewijn (2015), and Subramanian (2021) study information.
Abebe et al. (2019, 2021a), Banerjee & Sequeira (2020), and Franklin (2017) study subsidies. Arni & Schiprowski
(2019), Bolhaar et al. (2020), Lechner & Smith (2007), and Schiprowski (2020) study caseworkers.
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search-related policies – e.g. is this variation due to different effects on search or returns to search?
– or to design search promotion policies – e.g. how many applications should be subsidised?

To make this third contribution, we combine experimental variation in search costs with data
on both individual applications and the outcomes of those applications. This is a very rare com-
bination in the literature. Many papers study the effect on employment of search subsidies or
requirements for receipt of government benefits, but do not observe actual search effort (reviewed
by Card et al. 2010, 2018; Filges et al. 2015; Marinescu 2017b). A smaller, more recent literature
studies the effect of search subsidies or requirements on online search effort, but without observ-
ing any outcomes of search (Baker & Fradkin, 2017; Marinescu, 2017a; Marinescu & Skandalis,
2021). Other recent papers experimentally shift search strategies or search technologies, but do
not isolate the role of search effort and mostly rely on low-frequency survey data that cannot link
specific search actions to outcomes.6 The closest work to our own shows how additional policy-
induced job applications affect unemployment duration (Arni & Schiprowski, 2019; Lichter &
Schiprowski, 2021). While we do not observe administrative data on employment, we extend this
work by using application-level data that allow us to describe how marginal and inframarginal
search effort is directed, and to compare the outcomes of marginal and inframarginal applications.
Our findings about how jobseekers direct applications to specific vacancies and miss applying to
some high-return vacancies link to a growing literature on directed job search.7

Our findings of a positive and roughly constant return to search for individual jobseekers and
a lack of spillovers on other jobseekers suggest the possibility of suboptimally low search effort.
This is relevant to debates about possible spillovers or congestion effects from rising search effort,
which has important implications for labor market policy.8 Our results match those from studies
using vacancy-level data from platforms to show that the numbers of interviews and offers do not
respond to the number of applications, perhaps in part because vacancy fill rates are low on many
platforms (Fernando et al., 2021; Horton & Vasserman, 2021).

In Section 2, we describe the context, sample, platform, and experimental design. In Section
3, we present the treatment effects on job applications and interviews and the implied effect of
marginal job applications on interviews. We describe our preferred interpretation in Section 4 and
show evidence against alternative interpretations in Section 5. Section 6 discusses spillover effects.

6See the preceding footnote for examples. In particular, our work differs from recent papers studying the effects of
encouraging enrollment on job search platforms (e.g. Afridi et al. 2022; Chakravorty et al. 2023; Jones & Sen 2022).
Joining a platform is a bundled experience that might shift factors ranging from wage expectations (Kelley et al., 2021)
to information about specific vacancies (Wheeler et al., 2022). These papers have substantially different interpretations
to our treatment, as does the effect of access to (faster) online job search (Bhuller et al., 2019; Chiplunkar & Goldberg,
2022; Gurtzgen et al., 2020; Hjort & Poulsen, 2019; Kuhn & Skuterud, 2004; Kuhn & Mansour, 2014).

7Alfonso Naya et al. (2020), Behaghel et al. (2023), Belot et al. (2018, 2022b), Kiss r⃝ al. (2023), Gee (2019), He
et al. (2021), and Marinescu & Wolthoff (2020) also study the role of information about vacancies in job applications.

8Blundell et al. (2004), Crepon et al. (2013), Doniger & Toohey (2022), Ferracci et al. (2014), Gautier et al. (2018),
Johnston & Mas (2018), LaLive et al. (2022), and Lise et al. (2004) study search policy design with spillovers.
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2 Economic Environment

2.1 Context

Our experiment takes place on Job Talash (“job search” in Urdu), a job search and matching plat-
form in Lahore, created by our research partners at the Center for Economic Research in Pakistan.
Lahore is a city of about 10 million with an adult labor force participation rate of 49% and em-
ployment rate of 47%, both substantially higher for men than women (Table A.1). Gender is an
important feature of Lahore’s labor market (Gentile et al., 2023) but we do not focus on gender in
this paper because all of our main experimental results hold for both women and men. Job search
and matching platforms are a growing feature of Pakistan’s labor market, particularly in major
cities such as Lahore, as we describe in footnote 1.

2.2 Samples of Jobseekers and Firms

We recruited participants by conducting a household listing from a random sample of 356 enumer-
ation areas across Lahore between October 2016 and September 2017. This provides a representa-
tive listing of 49, 506 households and 182, 585 adults. We invited each adult household member to
sign up for the Job Talash platform and 46, 571 expressed interest. The Job Talash call center called
each of these people to collect information on their education, work experience, job search, and
occupational preferences. The 9, 838 people who completed sign-up comprise our main sample.

This sampling process is designed to include participants with different levels of education
and labor market attachment, including those who are neither employed nor searching. This is
relatively unusual in experimental work in labor economics.9 This allows us to show that the search
barrier we identify affects many different types of active and potential jobseekers. This breadth is
also important because the distinction between non-employed searchers and non-searchers is loose
and transient in many developing economies (Donovan et al., 2018).

Column 1 of Table 1 presents descriptive statistics for the control group in our study sample.
At baseline, 20% of the sample were employed and searching through some channel other than
Job Talash, 35% were searching but not employed, 14% were employed but not searching, and
31% were neither employed nor searching. Network search was the most common method, more
than twice as common as applying directly and three times as common as visiting establishments
to ask about vacancies.10 Only 4% had used a job search assistance program or online platform

9Of the 29 experimental job search studies reviewed by Poverty Action Lab (2022), only 8 construct samples from
household listings, while another 12 sample from unemployment registries and 4 from job search assistance services,
whose participants are required or strongly encouraged to search.

10The prevalence of network-based search matches patterns in other developing economies (Government of
Bangladesh, 2015; Government of South Africa, 2018; Government of Namibia, 2016). In Lahore’s Labor Force
Survey, direct applications are slightly more common than network-based search (Table A.1). But this survey does not
measure on-the-job search, unlike our own survey.
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other than Job Talash. The average respondent has 7.9 years of work experience with an interdecile
range of 0-16. Respondents’ education levels also vary widely: 15% have no education, 15% have
completed secondary school, and 25% have a university degree. 31% are female and the average
age is 30, with an interdecile range of 20-45. In Table A.1, we compare the study sample to the
population of Lahore, captured by both the official Labor Force Survey and our household listing.
Our sample is slightly younger, more male, more educated, less likely to be employed, and more
likely to be searching.

We enrolled firms through a door-to-door listing in commercial areas of Lahore, described in
more detail in Appendix A. We invited firms to list any current vacancies during enrollment and
recontacted them several times each year to invite them to list more vacancies. For each vacancy,
we collected the job title, occupation, salary, benefits, and hours. Vacancies cover a wide range
of education and experience levels and occupations, including computer operator, makeup artist,
salesperson, sweeper, security guard and HR manager. Column 1 of Table 2 shows that the average
vacancy offers a monthly salary of 14,381 Pakistani Rupees (431 USD PPP) and is posted by a firm
with 27 employees that hired 5.5 people in the last year.11 At baseline, only 22% of firms had ever
advertised a vacancy on a job search platform, while 67% had recruited through referrals, 35%
from CVs dropped off by jobseekers, and 11% through newspapers or other traditional media.

2.3 Job Talash Platform

The Job Talash service is free to both jobseekers and firms. It requires only literacy and access to a
phone with call and text message functionality. This allows broad access to the platform and easy
scaling because 97% of urban households in Lahore’s province have mobile phones (MICS, 2018).

After signing up, jobseekers are matched to each listed vacancy using a simple algorithm: the
jobseeker must have at least the required years of education and experience, match any gender
requirement, and have indicated interest in this occupation.12 We refer to each jobseeker-vacancy
pair, for which the respondent qualifies and has indicated interest in the occupation, as a match.
We study 1,116,952 matches generated by the platform over four years. The average jobseeker
received 113 matches (1.8 per month) with interdecile range 7-271.

Importantly, there is substantial heterogeneity in proxies for the quality of these jobseeker-
vacancy matches. Column 1 of Table 2 shows summary statistics for match attributes in the control
group. For example, the jobseeker has education and work experience that are an exact match for

11These summary statistics weight each vacancy by the number of jobseekers who match with the vacancy. We
define a jobseeker × vacancy match in the next subsection. The mean salary offer is roughly 60% of the mean salary
in the Labor Force Survey data for Lahore (Figure A.1) and roughly 60% of the mean salary for vacancies posted
during the same period on Rozee, Pakistan’s largest job search portal (Matsuda et al., 2019). However, this does not
necessarily indicate negative selection into our sample of vacancies, as the Labor Force Survey data are not restricted
to starting salaries and Rozee caters mainly to highly educated jobseekers.

12Of the vacancies listed on this platform, 20.2% are open only to women and 45.3% are open only to men. Explic-
itly gender-targeted job listings are common in Lahore’s labor market and in other settings (Kuhn & Shen, 2013).
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Table 1: Jobseeker Summary Statistics, Selection into Applications, and Balance Tests

(1) (2) (3)
Selection into application Balance checks

Mean | T=0 Mean | T=0, A=1 − Mean | T=0 Mean | T=1 − Mean | T=0
(Std dev. | T=0) [p-value] [p-value]

Employed and searching 0.200 0.092 0.034
(0.400) [0.000] [0.228]

Employed and not searching 0.141 -0.044 -0.028
(0.348) [0.000] [0.256]

Searching and not employed 0.345 0.041 0.024
(0.475) [0.033] [0.344]

Not searching and not employed 0.314 -0.089 -0.030
(0.464) [0.000] [0.307]

Search method: network 0.397 0.109 0.032
(0.489) [0.000] [0.476]

Search method: formal application 0.154 0.022 0.028
(0.361) [0.147] [0.651]

Search method: asked at establishments 0.225 0.080 0.032
(0.417) [0.000] [0.728]

Years of work experience 7.85 -0.23 -0.22
( 8.88) [0.463] [0.568]

Education: none 0.146 -0.063 -0.012
(0.353) [0.000] [0.294]

Education: primary or some secondary 0.457 -0.096 -0.023
(0.498) [0.000] [0.871]

Education: complete secondary 0.148 0.032 0.002
(0.355) [0.027] [0.673]

Education: university degree 0.250 0.126 0.033
(0.433) [0.000] [0.335]

CV: excellent score 0.093 0.005 0.084
(0.291) [0.812] [0.868]

CV: good score 0.330 -0.031 0.032
(0.471) [0.281] [0.970]

CV: average or lower score 0.576 0.027 -0.116
(0.495) [0.383] [0.872]

Female 0.303 -0.032 0.022
(0.460) [0.063] [0.329]

Age 30.7 -2.0 -0.5
(9.7) [0.000] [0.307]

# matches sent by platform 113 41 -
(121) [0.000]

# applications on platform 0.226 1.599 -
(0.863) [0.000]

# interviews through platform 0.014 0.101 -
(0.128) [0.000]

Notes: This table shows summary statistics for jobseekers’ baseline characteristics and, in the last three rows, platform use
characteristics. Each unit of observation is a jobseeker × vacancy match, to align with the subsequent analysis in the paper.
Column (1) shows the mean and standard deviation for the control group. Column (2) shows the difference between the mean
for the control group sample of jobseekers who apply to at least one job and the mean of the full control group sample, along
with the p-value for testing if this difference is zero. This shows how jobseekers who apply to jobs on the platform differ from
jobseekers who do not apply to jobs on the platform. Column (3) provides balance tests by showing the difference between
the mean for the treated sample and the mean for the control group sample, along with the p-value for testing if this difference
is zero. This checks if the treated and control respondents have the same baseline characteristics on average. P-values are
generated from regressions that use heteroskedasticity-robust standard errors clustered by jobseeker (the unit of treatment
assignment) and include fixed effects for the strata within which treatment was randomized (see footnote 15). We leave
column (3) blank for the final three rows because applications and interviews are post-treatment outcomes and the number of
matches can be influenced by post-treatment actions, although we show in Section 3.1 that this influence is irrelevant for our
main results.
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the employer’s preferences in only 18 and 13% of matches respectively.13 Furthermore, 85%
of jobseekers indicate interest in multiple occupations, with the median jobseeker interested in
six occupations. These patterns show heterogeneity in how much firms might value jobseekers
matched to their vacancies and how much jobseekers might value the vacancies to which they are
matched. This creates the potential for heterogeneous returns to applications, which is important
for interpreting our experimental results.

The platform collects new vacancy listings from firms every 1-2 months and sends jobseekers
text message updates if they have matched to any vacancies in that month. See Figure A.2 for a
sample text message. The text messages contain the job title, firm name, firm location, and salary
of each match, along with the deadline to apply. Jobseekers only learn about vacancies to which
they match, as the platform does not have a website that lists vacancies. Jobseekers on average
receive a text every 2.8 months. Conditional on receiving any matches in that month, the average
jobseeker receives 3.1 matches with interdecile range 1-6.

If a jobseeker wants to apply to any of these vacancies, the platform forwards her CV to the
firm. (We describe the application process in Section 2.5.) The CVs are constructed by the platform
by populating a template with respondent-specific demographics, education, and work experience,
so there is no variation in CV design. The platform sends all applications to the firm in a packet
at the application deadline, so application timing does not affect interview probability. If the
firm wants to interview the jobseeker, they contact the jobseeker directly to arrange the interview.
The Job Talash team surveys each firm a few weeks after the application deadline to ask which
applicants they interviewed.

The platform design has two key advantages for our research, relative to other job search envi-
ronments. First, we observe all information available to both sides of the market. We observe the
same information about vacancies that jobseekers receive through the text messages, and the same
information about jobseekers that firms receive through the CVs. We also gather a CV quality
score from the hiring managers for a subset of jobs on the platform for the CVs of the 1,470 job-
seekers matched to those jobs. Second, respondents see only the vacancies to which they match.
This generates a well-defined jobseeker-vacancy unit of analysis that we use throughout the paper,
and refer to as a match. This is not possible on platforms that allow unrestricted search, as every
jobseeker can apply to any vacancy on the platform and the researcher may not observe which va-
cancies the jobseeker has seen. This makes it difficult to distinguish between vacancies a jobseeker
sees but decides not to apply to and vacancies she has not seen at all.

13For each vacancy, the platform collects both the required levels and preferred types of education and experience.
Jobseekers are only matched to vacancies if they have the required levels of experience and education, e.g. complete
high school and five years of work experience. They can be matched even if they do not have the preferred types of
education and experience, e.g., their work experience might be in a non-preferred field. We use the alignment between
jobseekers’ education and experience and vacancies’ preferred types as a measure of match quality.
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Table 2: Vacancy- and Match-level Summary Statistics and Selection into Applications

(1) (2)
Selection into application

Mean | T=0 Mean | T=0, A=1 − Mean | T=0
(Std dev. | T=0) [p-value]

Salary 14,381 6,576
(9,170) [0.000]

Firm # employees 26.6 61.7
(135) [0.000]

Firm # vacancies in last year 5.50 6.80
(12.2) [0.000]

Exact education match | vacancy requires high ed 0.184 -0.016
(0.387) [0.542]

Exact experience match | vacancy requires experience 0.126 0.050
(0.331) [0.016]

Gender preference aligned 0.700 -0.191
(0.458) [0.000]

Short commute 0.519 0.021
(0.500) [0.329]

Vvm index: proxies of value of vacancy to jobseeker 0.016 0.226
(0.899) [0.000]

Applied 0.002 0.998
(0.045)

Interviewed 0.000 0.063
(0.011) [0.000]

Notes: This table shows summary statistics for vacancy- and match-level characteristics. Column (1) shows the mean and standard
deviation for the control group sample. Column (2) shows the difference between the mean for the control group sample of
matches that resulted in applications and the mean of the full control group sample of matches, along with the p-value for testing
if this difference is zero. This shows how matches that lead to applications differ from other matches. P-values are generated
from regressions that control for stratification block fixed effects and use heteroskedasticity-robust standard errors clustered by
jobseeker. The p-value for ‘Applied’ in column (2) is omitted because the standard error is zero by definition for the mean
application rate conditional on application. Salary is in Pakistani Rupees per month. 1 Rupee ≈ USD 0.03 in purchasing
power parity terms during the study period. Exact education match is an indicator for an exact match between the employer’s
preferred field of educational specialization and the jobseeker’s field. Exact experience match is an indicator for a match in which
the jobseeker has experience in the same occupation as the vacancy. These two variables are only defined for vacancies that
require respectively more than basic education and some experience. These two variables use employers’ preferred education
and experience, rather than the required education and experience used in the matching algorithm. The Vvm index is an inverse
covariance-weighted average of all the preceding rows, following Anderson (2008).

The set of matches jobseekers receive are based on information collected during platform sign-
up. However, jobseekers can contact the platform to update their education, experience, or occu-
pation preferences at any time, including after treatment occurs. They can also ask to pause or stop
receiving matches. This can create a sample selection problem for the match-level dataset. But we
show in Appendix B.4 that updates are rare, so there is little selection and correcting it does not
affect our findings.

2.4 Platform Use

We highlight four important patterns of platform use, using the control group statistics in Tables 1
and 2. First, most matches do not generate applications: the average jobseeker submits only 0.23
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applications and applies to 0.2% of matches they receive. The application count is unsurprisingly
right-skewed: 74% of jobseekers submit zero applications and 5% submit more than 5 applications.
Column 2 of Table 1 shows that, within our sample, jobseekers who do and do not actively use the
platform differ on baseline characteristics. We discuss what this implies for interpreting our exper-
imental results in Section 4.3. This application rate may strike some readers as surprisingly low.
However, it is unsurprising that most matches do not generate applications. A match simply means
the jobseeker qualified for the job and is interested in that occupation. In any search environment,
jobseekers will apply to only a small subset of such jobs. The application rate is comparable to
some other platforms in countries ranging from France to Mozambique. Furthermore, our sample
deliberately includes people who were not actively searching at baseline and includes all registered
platform users. In contrast, some studies of job search platforms restrict their samples to only “ac-
tive” users, defined in various ways, which naturally generates much higher application rates. See
Table A.3 for details.

Second, the interview rate is low, but mainly because the application rate is low. The average
jobseeker receives 0.014 interviews through the platform but each application has a 6.3% proba-
bility of generating an interview.14

Third, there is substantial variation in match value, and applications are directed to relatively
high-value matches. For example, the standard deviation of monthly salary is roughly 9,200 Pak-
istani Rupees (275 USD PPP) and higher-salary vacancies get more applications (Table 2, column
2, row 1 and Figure C.2, panel A). At the match level, jobseekers are more likely to apply to va-
cancies where their work experience is a closer match (Table 2, column 2, row 5). Combining our
available proxies for vacancy and match value in a single summary index shows that applications
are substantially more likely for high-value matches (row 8). This confirms that jobseekers can
and do apply to higher-value matches, rather than randomly picking where to apply from relatively
homogeneous matches, as random search models assume.

Fourth, however, control group jobseekers miss applying to many high-value matches. For
example, jobseekers apply to only 0.46% of the matches in the top quintile of their within-jobseeker
salary distributions (Figure C.2, panel A). This pattern also holds for the summary index of match
value (Figure C.2, panel B).

These patterns naturally motivate our research. On the one hand, the facts that job applications
are rare, even to high-value matches, and that applications have reasonably high interview prob-
abilities suggest that lowering application costs could lead to more applications and substantially
more interviews. On the other hand, the facts that jobseekers seem to choose strategically where

14As a benchmark, Belot et al. (2018) find that 3.6% of job applications submitted on a Scottish platform generate
interview invitations. Other studies of platform-based job search do not report this ratio. Studies of off-platform job
search in developing economies find > 10% of applications generate interviews, although we might expect a higher
ratio for more expensive off-platform search (Abebe et al., 2021a; Banerjee & Sequeira, 2020; Carranza et al., 2021).
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to apply and that pecuniary and time costs of applying are already very low suggest that additional
applications could go to relatively low-value matches and yield few interviews. Our experiment
is designed to adjudicate between these two possibilities, both by identifying returns to additional
applications and by understanding which barriers deter additional applications in this setting.

2.5 Experimental Design and Interpretation

Our primary experiment varies a single element of communication with jobseekers in order to re-
duce the cost of applying for jobs on the platform: whether the platform initiates the application
phone call or the jobseeker must do so. The platform sends text messages to all jobseekers, irre-
spective of treatment status, at the same time at the start of each monthly “matching round.” The
text messages list the job title, firm name, firm location, and salary of each match received by
the jobseeker that month and tell jobseekers to call the Job Talash number by a stated deadline if
they want to apply. The deadline is on average ten days after the text message, with some vari-
ation between matching rounds due to operational factors such as platform staff capacity. When
a jobseeker calls the platform, they are offered a free call back on the same day to complete the
application process. The financial cost of placing the call to initiate the application is a maximum
of 5 Pakistani rupees (0.03 USD PPP, less than 1% of a day’s earnings at minimum wage).

In the treatment condition, the call center additionally makes two attempts to phone each job-
seeker and ask if they would like to initiate the application process. Roughly 50% of jobseekers
are assigned to treatment for the duration of the experiment. Assignments are balanced on baseline
jobseeker characteristics (Table 1, column 3).15 Treated jobseekers are called in a random order,
starting as soon as the text messages are sent. Treatment is designed to minimize anticipation ef-
fects: treated jobseekers are told in initial matching rounds that they may not receive a phone call
in every round, and should contact the call center if they wish to apply.

Importantly, the text message and phone call scripts contain identical information. The phone
call scripts are also identical for the treatment and control groups. The only difference between the
two is that the call center initiates the call for the treatment group. Call center agents are trained
to not encourage or pressure jobseekers to apply at any moment during the call, and a supervisor
audits the recording of at least one call per call center agent per matching round to ensure agents are
following the script. Jobseekers can ask for more information about jobs on the calls but call center
agents had access to no additional information in most matching rounds and we show in Section
5.1 that our findings are robust to omitting rounds when they had access to more information.

We interpret treatment as a reduction in the cost of applying for jobs on the platform. In prin-
ciple, these costs might be monetary (of airtime to initiate a call), time (of waiting for their call
to get answered), or psychological (e.g. cognitive costs of processing vacancy information or fear

15Randomization took place within 82 strata based on the time that each geographic area completed household
listing, platform sign-up, and the first round of matching.
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of rejection). However, the platform is already designed to minimize the monetary and time costs
jobseekers incur to initiate applications, and we show in Section 4.4 that additional experiments
further reducing monetary and time costs produce substantially smaller effects on applications.
Hence the most plausible interpretation of the phone call treatment is a reduction in the psycho-

logical cost of initiating an application. We develop this interpretation in more detail in Section
4.1, showing what this implies for treatment effects on applications and the returns to treatment-
induced applications. We show in Section 5 that we can rule out several other interpretations based
on the platform design, additional experiments we run, and additional survey measures.

Both the treatment and control conditions on Job Talash have many similarities to other large
job search platforms. On Job Talash and these platforms, users can choose to receive notifications
about jobs that match their qualifications and preferences and can apply using platform-generated
CV templates. On most other platforms, users submit applications online or using phone apps.
These are different technologies to Job Talash’s text-and-phone approach but they also allow scope
for higher or lower psychological costs of initiating applications. For example, platforms can
present information about matched jobs in ways that impose higher or lower attention costs. See
Table A.2 for a more detailed comparison of application processes on different platforms.

3 Search Effort and Returns to Search
In this section we first show that the phone call treatment substantially increases the number of job
applications and interviews. We then combine these results in a two-stage least squares framework
to show that marginal applications submitted due to treatment yield interviews with roughly the
same probability as inframarginal applications submitted without treatment, and yield interviews
for vacancies of similar quality. These results imply roughly constant returns to the additional
search effort induced by the treatment.

3.1 Treatment Effects on Search Effort and Search Outcomes

We run all analysis at the level of the jobseeker × vacancy match. As described in Section 2, each
jobseeker only learns about vacancies that match their occupational preferences, education, and
work experience, so these matches provide a well-defined unit of observation. We first estimate:

Yjv = Tj ·∆+ µb + ϵjv, (1)

Yjv is either an indicator for jobseeker j applying to vacancy v or an indicator for jobseeker j being
invited to an interview for vacancy v. µb is a fixed effect for the stratification blocks within which
treatment was randomized (see footnote 15). We estimate heteroskedasticity-robust standard errors
clustered by jobseeker, the unit of treatment assignment.

Treatment leads to a large increase in job applications. Treated respondents apply to 1.32
percentage points more matches with standard error 0.08 p.p. (Table 3, column 1). This effect
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Table 3: Treatment Effects on Job Search & Search Returns

(1) (2) (3) (4) (5)
Apply Interview Int. × Vvm Interview Int. × Vvm

Phone call treatment 0.01322 0.00078 0.00281
(0.00075) (0.00009) (0.00036)

Apply 0.05865 0.21283
(0.00516) (0.02151)

# matches 1,116,952 1,116,952 1,116,952 1,116,952 1,116,952
# jobseekers 9831 9831 9831 9831 9831
Mean outcome | T = 0 0.00185 0.00012 0.00044 0.00012 0.00044
Mean outcome | T = 0, Apply = 1 0.06290 0.23778
p: IV effect = mean | T = 0, Apply = 1 0.647 0.501
IV strength test: F-stat 312.8 312.8
IV strength test: p-value 0.00000 0.00000
Notes: Column 1 shows the coefficient from regressing an indicator for job application on treatment assignment.
Column 2 shows the coefficient from regressing an indicator for interview invitation on treatment assignment.
Column 3 shows the coefficient from regressing an indicator for interview invitation weighted by a proxy index
for the value of the vacancy to the jobseeker, Vvm, on treatment assignment. Column 4 shows the coefficient from
regressing an indicator for interview invitation on job application, instrumented by treatment assignment. Column
5 shows the coefficient from regressing an indicator for interview invitation weighted by the proxy index Vvm on
job application, instrumented by treatment assignment. The proxy index Vvm is an inverse covariance-weighted
average (following Anderson 2008) constructed using vacancy-level characteristics log salary and indicators for
offering any non-salary benefits, below-median working hours, and allowing flexible hours as well as indicators
for the match-level characteristics of vacancy salary exceeding the jobseeker’s expected salary, below-median
commuting distance, the jobseeker’s educational specialization exactly matching the vacancy’s preference, and the
jobseeker’s work experience exactly matching the vacancy’s preference. Anderson-style indices, by construction,
have zero means and hence some negative values. But multiplying the interview invitation indicator by a negative
value would not produce sensible results. Hence we recenter the index so it has strictly positive values. All
regressions use one observation per jobseeker × vacancy match, include stratification block fixed effects, and use
use heteroskedasticity-robust standard errors clustered by jobseeker, which are shown in parentheses. The p-value
is for a test of equality between the IV treatment effect and the mean interview rate for control group applications.
The first-stage F-statistic and p-value are for the test of weak identification from Kleibergen & Paap (2006).

is seven times larger than the control group’s application rate of 0.18%. Treatment effects decline
through time but remain positive for at least four years after jobseekers register for the platform. As
a result, at the jobseeker level, treatment shifts the entire distribution of the number of applications
to the right (Figure B.1). In particular, treatment increases the proportion of jobseekers who ever
apply to a vacancy on the platform from 21 to 44%.

Treatment also increases the probability of getting an interview by 0.078 p.p. with a standard
error of 0.009 p.p. (Table 3, column 2). This effect is nearly seven times larger than the control
group’s 0.012% share of jobseeker × vacancy matches that generate interviews. At the jobseeker
level, treatment also shifts the entire distribution of the number of interview invitations to the right
(Figure B.1). The interview data is collected from firms, not jobseekers, and firms are unaware of
respondent-level treatment assignments. So using firm reports of interview invitations minimizes
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measurement error from experimenter demand effects.16

The treatment effects on both applications and interview invitations are broad-based. Treatment
substantially raises job application and interview rates for people who were employed and not
employed at baseline, searching and not searching at baseline, and with above- and below-median
education and age (Table B.1). This suggests that the economic behavior driving the treatment
effects, which we discuss in Section 4, occurs across many types of jobseekers.

The treatment effects on applications and interviews are robust to a range of checks we show
in Appendix B.2, including different ways of handling fixed effects, conditioning on baseline co-
variates, reweighting the data to give equal weight to each jobseeker rather than each jobseeker ×
vacancy match, and accounting for pauses in receiving matches that some jobseekers request.

3.2 Returns to Inframarginal Search and Treatment-Induced Marginal Search

To evaluate the returns to search, we estimate the relationship between the treatment effects on
applications and interviews using an instrumental variables approach. We estimate the system:

Applyjv = Tj · α + µb + ϵjv (2)

Interviewjv = Applyjv · β + ηb + εjv (3)

β recovers the local average effect of a treatment-induced application on the probability of an
interview (LATE) under four conditions: treatment should be independent of all other factors in-
fluencing applications and interviews (independence), influence applications (strength), influence
interviews only through applications (exclusion), and increase the probability of application for
all respondents (monotonicity). The independence condition holds by random assignment and the
preceding results show that the strength condition holds. We discuss potential complications with
the monotonicity and exclusion conditions and how we address them at the end of this subsection.

Marginal applications submitted due to treatment have roughly the same return as inframarginal
applications, measured in terms of interview invitations. The LATE estimate shows that the average
treatment-induced application has a 5.9% probability of an interview invitation with standard error
0.5 (Table 3, column 4, row 2). This is very similar to the 6.3% mean interview probability for
control group applications and we cannot reject equality of the probabilities (p = 0.647). As we
discuss further below, this is not a consequence of low power.

Marginal and inframarginal applications also have equal returns measured in ‘value-weighted’
interviews. This finding is important, as the return to an application, and the decision to apply,
reflects both the probability of an interview P and the value of an interview V . To show this, we
construct a proxy index Vvm for the value of each match a jobseeker receives: an inverse-covariance
weighted average of positive attributes of the vacancy and match, such as salary and commuting

16A few firms do not provide the list of jobseekers they interviewed. We assume no jobseekers matched to these
vacancies are interviewed. Our main results are unchanged if we instead code these interview values as missing.
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distance, defined in detail in the note below Table 3. We estimate the system (2)-(3), replacing the
second stage outcome with an interaction between the interview invitation indicator and the proxy
index. This gives us the local average treatment effect on P · V . The returns to inframarginal and
marginal search using this measure are again very similar: respectively 0.22 and 0.24, with p =
0.501 for the test of equality (Table 3, column 5). We repeat this value-weighting exercise using
each individual proxy for interview value and fail to reject equality of marginal and inframarginal
applications’ value-weighted interview outcomes for all eleven proxies (Table B.2).

The finding of roughly constant returns on both interviews and value-weighted interviews is
not a mechanical consequence of a matching algorithm or labor market that ensures homogeneous
returns. Instead, as we explain in Section 2, most jobseekers are matched with vacancies from mul-
tiple occupations and with firms that prefer different types of work experience and education. This
create scope for heterogeneous returns from applying to different types of matches. Furthermore,
Table B.1 shows that the constant returns finding also holds for jobseekers with above-median edu-
cation and who were employed at baseline. They match to a broader set of jobs, giving them more
scope to direct applications widely, making the constant returns finding more surprising.

The finding of roughly constant returns is also not a consequence of low power. The return
to marginal applications is precisely estimated, with a 95% confidence interval of 4.9 to 6.9 p.p.
for interview invitations. Relative to the interview rate of 6.3% for inframarginal applications, we
can reject decreases of more than 1.4 p.p. and increases of more than 0.6 p.p. Even the lower
bound of the confidence interval implies a decrease of only 1.4/6.3 = 23% in the average interview
probability over a 615% increase in the application rate, implying a slowly decreasing return to
search effort. A similar pattern holds for the returns measured in value-weighted interviews. We
do not, of course, claim that returns would be constant over all possible levels of search effort and
acknowledge that returns may be substantially lower with very high search effort.17

Before proceeding, we briefly discuss an extensive battery of robustness checks on the constant
returns finding, shown in detail in Appendices B.2 - B.4. First, we address the possibility that treat-
ment increases applications from some jobseekers and decreases applications from others, which
would violate the monotonicity condition used in our IV analysis. To do this, we derive a bound
on the bias from violations of monotonicity in these data, following De Chaisemartin (2017). This
implies that a bias-corrected LATE of applications on interviews is bounded between 4.5 and 5.9%.
Second, we address the possibility that treatment affects both the quantity and quality of applica-
tions, which would complicate the exclusion restriction used in our IV analysis. All application

17As a very speculative back-of-the-envelope calculation, we can estimate a linear returns curve using the control
group means and treatment effects for the application and interview rates. We can then use the estimated curve to
extrapolate the marginal interview probability at even higher application rates. The estimated curve is relatively flat.
For example, if the share of matches generating applications increased 25 fold, from 0.185% to 4.625%, then the linear
extrapolation implies that the interview probability for the marginal application would only drop from 5.5 to 3.7%.
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content is sent by the Job Talash platform using template CVs. We show that treatment effects
on measures of application quality that jobseekers can change by updating information used in
their CV templates are close to zero. Third, we address the possibility that treatment affects which
matches jobseekers receive, which would create a sample selection problem because we use each
jobseeker × vacancy match as a unit of analysis. This can only occur if treatment causes job-
seekers to update the information used to match them to vacancies: their occupational preferences,
education, or experience. We show that treatment has little impact on updating this information
and that our key results are unchanged when we use a sample consisting of the counterfactual set
of matches that would have been generated in the absence of these updates. Fourth, we use a
non-IV approach to compare the returns to marginal and inframarginal applications under different
assumptions, which also generates similar estimates of returns. Finally, we show that our key find-
ings are robust to different ways of handling fixed effects and conditioning on baseline covariates,
including allowing interactions between treatment assignment and the fixed effects.

We focus on interviews and value-weighted interviews as outcomes because these take advan-
tage of the strengths of the platform we study. The platform gives us detailed data at the level of
jobseeker × vacancy matches: all vacancy characteristics observed by the jobseeker, all jobseeker
characteristics observed by the firm, application decisions, and interview invitations. These data
allow us to precisely describe how search decisions are made and the consequences of those de-
cisions up to the interview stage. Interviews are also a key search outcome because they are a
necessary condition for job offers, impose non-trivial costs on both job applicants and firms, and
provide learning opportunities for jobseekers - hence their widespread use as central outcomes in
areas of labor economics such as audit studies.

The disadvantage of platforms is that they do not generally provide employment outcomes, so
evaluations relying on employment outcomes require off-platform data. Moreover, employment
outcomes require even greater scale for statistical power. For these reasons, our study is not pow-
ered to study effects on employment at the scale of this experiment on this platform. The treatment
effect on employment in a survey of jobseekers is 1 percentage point, with standard error 2 p.p
(Table B.9).18 Any employment effect is unlikely to be driven by treatment effects on off-platform
search, which are negative but close to zero at the extensive and several intensive margins (Ta-
bles B.9 and B.10). While imprecise, these numbers suggest that the strength of treatments like
this is their potential to modestly raise employment rates on large platforms at very low marginal

18The survey is conducted an average of 40 months after treatment. The survey response rate is 47% and differs
between treatment and control groups, which might create a sample selection problem. To address this, we randomize
some features of the survey data collection, e.g., number of call attempts. We use this to create instruments for a
sample selection correction term, following DiNardo et al. (2021). We describe the selection correction method and
how the randomized survey features influence response rates in detail in Appendix B.6. We preregistered employment
as a trial outcome because we did not know at the time (July 2020) how much COVID-19 would constrain platform
operation, data collection, and hence power.
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costs. For example, Pakistan’s Rozee has 9.5 million users, 1000 times the size of our platform.
As Kircher (2022) notes, many other studies of interventions on job search platforms either do not
study employment effects at all (see examples in footnote 3) or use samples of hundreds of thou-
sands of jobseekers to detect effects of 1 percentage point or smaller (e.g. Behaghel et al. 2023;
Le Barbanchon et al. 2023). The latter studies are based exclusively in high-income countries
where data can be linked between government-run job search platforms and unemployment benefit
registers. This is not currently feasible in any developing country, including the one we study.

4 Explaining Marginal Returns to Search
Our finding of roughly constant returns to job search raises a puzzle: why do jobseekers not apply
to more jobs in the absence of treatment, especially given the seemingly low cost of applying on
the platform? In this section, we develop a simple conceptual framework that can explain both the
large treatment effect on applications and the roughly constant returns to treatment-induced appli-
cations. We show that this framework is also consistent with additional patterns in the treatment
and control group data. We then show that our results are unlikely to be explained by treatment
effects on the pecuniary or time costs of applying, leaving treatment effects on the psychological
costs of applying, particularly time-varying psychological costs, as the most plausible explanation.
In Section 5, we show that several alternative frameworks are inconsistent with our results.

4.1 Conceptual Framework

Here we present a brief, intuitive discussion of our conceptual framework, with the formal model
left to Appendix C.1. This paper’s contribution is empirical rather than theoretical, so the frame-
work is deliberately simple and stylized.19 This framework shows how the common assumption of
decreasing returns to marginal applications for each individual jobseeker in each period can lead
to constant returns averaged over jobseekers and periods.

The platform sends each jobseeker a monthly batch of matches. We begin with a standard as-
sumption (A1) that the jobseeker applies to all matches whose expected gross return, PV , exceeds
the cost of applying. P is the probability of an interview conditional on applying. V is the gross
value of getting an interview, which captures the expected present value of the flow of future utility
from the interview, including the potential for a job offer.

Our key assumption (A2) is that the cost of applying varies within jobseeker through time,
and can be high enough that some untreated jobseekers choose not to apply in some matching
rounds.20 Figure 1 shows application behavior by untreated jobseekers under assumptions (A1)

19This framework has a similar spirit to recent models of ‘partially directed search,’ in which jobseekers want to
apply to the highest-return matches but miss some high-return matches due to frictions (Lentz et al., 2022; Wu, 2021).

20The model’s predictions about treatment effects on the application rate and returns to marginal applications are
unchanged if this cost instead varies between jobseekers. But we focus on time-varying costs because we show later
that these better match some additional patterns in the data.
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and (A2): jobseekers facing low costs in that month apply to matches with PV above PVL0 (the
blue-shaded area in panel A), while jobseekers facing high costs apply to no matches (panel B).

In this framework, there are two types of marginal applications induced by treatment. The
first type of marginal applications comes from jobseekers facing low costs at the time, who would
apply to at least one match in that round even without treatment. Treatment lowers their cost of
applying, so they apply to matches with PV above PVL1 (the pink-shaded area in panel A). These
marginal applications have strictly lower returns than the inframarginal applications. The second
type of marginal applications comes from jobseekers facing high costs at the time, who would not
apply to any matches in that round without treatment. Treatment lowers their cost of applying, so
they apply to matches with PV above PVH1 (the pink-shaded area in panel B). These marginal
applications will have higher returns than the inframarginal applications if the cost reduction due
to treatment is small relative to the cost variation within the control group.

The treatment effect on applications and return to marginal applications are averages across
these two types, weighted by their relative size. The large effect on applications relative to the
control group mean suggests that many more jobseekers face high application costs at each time
than low. The roughly equal returns to marginal and inframarginal applications can occur if the
lower marginal return to applications from low-cost jobseekers (panel A) are offset by the poten-
tially higher marginal return to applications from the more numerous high-cost jobseekers (panel
B). We show this formally in Appendix C.1 and explain that the framework does not require the
simplifying assumption of only two cost types.21

This framework provides a clear economic interpretation of the LATE we estimate in Section
3.2: it is the average effect of applying on interview invitations, for applications sent due to a
treatment-induced drop in the cost of applying. In this framework, marginal applications come
from jobseekers who face higher costs of applying in the absence of treatment, relative to jobseek-
ers submitting inframarginal applications. The constant returns finding shows that these higher
costs are not associated with lower returns to applications.22

4.2 Additional Tests of the Conceptual Framework

This framework delivers three additional predictions that we can test. First, control group jobseek-

ers will not apply to some high-value vacancies because some of them face high application costs
during some matching rounds. To test this, Figure 2 panel A shows the control group application
rate by quintiles of the vacancy salary in blue. The application rate increases monotonically from
the bottom to the top quintile, consistent with the idea that jobseekers value higher salaries. But

21This framework allows the possibility of decreasing returns to marginal applications for treatments that decrease
the application cost by more. These would lead to very large increases in application rates and to PVH1 < PVL0.

22This echoes a finding in education research that costs of education and returns to education are weakly correlated
over individuals in some applications (Card, 2001).
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Figure 1: Application Decisions for Treated and Control Jobseekers Facing High versus Low Costs

Notes: This figure shows the application decisions for jobseekers facing low application costs at the time
they receive matches (top panel) and jobseekers facing high application costs at the time they receive
matches (bottom panel). The blue-shaded sections show the matches to which control group jobseekers
apply. The pink-shaded sections show the additional matches to which treatment group jobseekers
apply. For simplicity, we show only the right tail of the density of PV . We formally derive values for
PVH0, PVH1, PVL0, and PVL1 in Appendix C.1.
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under half of all control group applications are sent to top quintile matches, and under 0.1% of
matches in the top quintile receive applications. This shows that control group jobseekers miss
many high-value matches, consistent with the conceptual framework.

Second, the framework predicts that treatment and control group applications will go to va-

cancies with similar average values, as treatment will induce applications to a mix of higher- and
lower-return matches whose average value is similar to the control group. To test this, Figure 2
panel A shows the control and treatment group application rates by quintiles of the vacancy salary
in respectively blue and red. Treatment effects increase monotonically from the bottom to the top
quintile. But the share of total applications sent to each quintile does not differ between treatment
and control groups. To show this, we test whether the ratio of the treatment group application
rate to the control group application rate is equal across all five quintiles and fail to reject the null
hypothesis (p = 0.739). Treatment and control group applications also have similar values of other
proxies for match value, including the index Vvm we introduced in Section 3.2 that combines all
observed proxies of vacancy and match value (Panel B).23

This second prediction has a corollary: marginal applications submitted due to treatment and
inframarginal applications submitted irrespective of treatment status will be sent to vacancies with
similar average values. To test this, we use a latent type analysis in a similar spirit to Abadie
(2003) that we describe in Appendix C.2. This analysis relies purely on random assignment and
requires no further assumptions. This analysis estimates the mean characteristics of jobseeker ×
vacancy matches that get applications only when the jobseeker is treated (marginal applications)
and compares them to the mean characteristics of matches that get applications whether or not the
jobseeker is treated (inframarginal applications). Table C.2 shows that these means are similar for
most vacancy-level characteristics.

Third, in this framework, treatment group applications will go to vacancies with more dis-

persed values, as evident from the wider range of PV in the pink+blue region versus the blue-only
region in Figure 1. To test this, we estimate treatment effects on the variance and 10th percentile of
log salary for matches that receive applications. Table C.1 shows that the variance is substantially
higher in the treatment group and the 10th percentile is lower, consistent with treatment encourag-
ing some applications to lower-value vacancies. The same pattern holds for the proxy index Vvm,
although the treatment effects are not statistically significant for the index. This shows that, con-
sistent with the conceptual framework, marginal treatment-induced applications go to vacancies
with the same average value as inframarginal applications but with more dispersed values.

The finding that marginal and inframarginal applications are directed to matches with equal
average values rules out one possible explanation for the constant returns finding. If marginal

23Figures C.2 - C.6 show that the same patterns hold when we control for variation between jobseekers in the value
of matches they receive and variation through time in the number of matches they receive.
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Figure 2: Heterogeneous Treatment Effects by Value of Vacancy

Panel A: By salary
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Notes: This figure shows heterogeneous treatment effects of the phone call treatment on applications
by quintiles of proxies for the value of the job posting to the jobseeker. Panel A uses the job posting
salary as a value proxy and Panel B uses the Vvm index described in Section 3.2 as a value proxy. The
p-value for the equal ratios test is 0.739 for Panel A and 0.911 for Panel B. Results in both panels are
conditional on stratification block fixed effects. Each observation is a jobseeker × vacancy match and
the sample includes all matches. Solid vertical lines show 95% confidence intervals, constructed using
heteroskedasticity-robust standard errors, clustering by jobseeker.
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applications were sent to vacancies with less desirable attributes than inframarginal applications,
then they might face less competition and hence have higher interview probabilities. We instead
find that marginal and inframarginal applications are sent to vacancies with equally desirable at-
tributes and roughly equal interview probabilities, patterns inconsistent with the ‘less competition’
explanation and consistent with our preferred interpretation.

The roughly constant returns to marginal applications shown in Section 3.2 and the patterns
of which matches receive applications shown in this subsection are all consistent with treatment
helping jobseekers overcome costs of initiating applications. We next describe the characteristics
of jobseekers who submit marginal and inframarginal applications, and use this to explore the
relative importance of time-varying versus time-invariant costs.

4.3 Which Jobseekers Submit Marginal and Inframarginal Applications?

Here we show that jobseekers who submit marginal and inframarginal applications have similar
time-invariant characteristics. This has two implications. First, it suggests the application costs
proposed in our conceptual framework are time-varying. Second, it means the constant returns
finding is not explained by treatment changing the types of jobseekers who submit applications.
In principle, it might be possible that roughly constant returns occur because each individual job-
seeker experiences decreasing returns to additional search effort but treatment-induced applications
come from jobseekers who are positively selected on education, experience, etc. Here we show
that this explanation does not match our data.

We present five results to support this argument. First, and perhaps most importantly, our
main findings hold when we include jobseeker fixed effects. To show this, we run a “crossover”
experiment that randomly reassigns some control group jobseekers to the treatment group in some
matching rounds. It allows us to replicate our main analysis with jobseeker fixed effects, using only
within-jobseeker variation through time to identify treatment effects. Only 0.65% of matches are
affected by this treatment, so it has minimal impact on the overall design. But 16% of jobseekers
have at least one match affected, allowing precise estimation of the crossover treatment effect
conditional on the fixed effects. Table B.3 shows that the results of this experiment are very similar
to our main results. In particular, we cannot reject equality of the interview rates or quality-
adjusted interview rates for inframarginal applications and marginal applications submitted due to
the crossover treatment (p > 0.480). This matches the model prediction that the same jobseeker
will experience similar returns to applications submitted in untreated periods – presumably when
she faced low time-varying application costs – and in treated periods.24

24Furthermore, our main findings hold when we control for time-invariant observed jobseeker characteristics. To
show this, we repeat our analysis of the main experiment using a post-double selection LASSO to control for an
extensive set of jobseeker baseline characteristics, following Belloni et al. (2014). Table B.5 shows that the point
estimates and standard errors are almost identical.
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Table 4: Comparing Observed Characteristics of Jobseekers Submitting Marginal and Infra-
marginal Applications

(1) (2) (3)
Inframarginal Marginal Difference
applications applications (p-value)

Years of education 13.409 13.401 -0.008
(0.989)

Years of work experience 7.472 8.601 1.129
(0.102)

CV Score excellent 0.297 0.295 -0.002
(0.985)

CV Score good 0.386 0.366 -0.020
(0.826)

CV Score average or lower 0.317 0.338 0.021
(0.793)

P̂ | Xj: Prob. interview | jobseeker characteristics 0.063 0.067 0.004
(0.179)

Notes: Table shows the means of covariates for the inframarginal applications that are submitted without treat-
ment (column 1) and marginal applications that are submitted due to treatment (column 2). Column 3 shows the
difference between the covariate means for marginal and inframarginal applications with p-values in parentheses,
estimated using heteroskedasticity-robust standard errors clustered by jobseeker. The unit of observation is the
jobseeker × vacancy match. The predicted interview probabilities in the final row are estimated using a logit
LASSO specification with the sample of applications from the control group jobseekers. The logit LASSO model
is allowed to select from the following baseline jobseeker characteristics: completed CV, total # of occupational
preferences selected, greater than median number of occupational preferences selected, age, education level in-
dicators, years of work experience, currently studying, any work experience, female, female and married, female
and has children, female and has a child age < 5, employed and searching, employed and not searching, search-
ing and not employed, not employed and not searching, indicators for each reported job search method used, and
expected salary less than 90th percentile of salaries the jobseeker is matched to on platform. The CV quality score
variables are not included in the interview probability prediction because they are only observed for the 15% of
jobseekers who are matched with vacancies for which the hiring managers shared their CV evaluations.

Second, marginal and inframarginal applications come from jobseekers with similar observed
characteristics. To show this, we use the same latent type analysis introduced in Section 4.2 and de-
scribed in detail in Appendix C.2. Table 4 shows that mean education and CV quality scores (pro-
vided by firms, as discussed in Section 2.3) are almost identical for the marginal and inframarginal
applications. Marginal applications come from jobseekers with slightly more work experience.
But, as we note above, our main findings are unchanged when we control for experience.25

25This is conceptually different to a heterogeneous treatment effects approach, which compares the magnitude of
treatment effects by values of observed characteristics. For interested readers, we also show that treatment effects on
applications are slightly but not statistically significantly larger for lower-quality CVs (Table B.4). This also suggests
that marginal applications do not come from observably stronger jobseekers than inframarginal applications, and hence
cannot explain the roughly equal returns to marginal and inframarginal applications.
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Third, marginal and inframarginal applications come from jobseekers with similar latent in-
terview probabilities. To show this, we estimate latent interview probabilities using a data-driven
approach and then use the latent type analysis approach described in the previous paragraph to
compare latent probabilities between the inframarginal and marginal applications. Specifically, we
first restrict the sample to the set of applications from control group jobseekers, i.e. jobseeker ×
vacancy matches with T = 0 and Apply = 1. We then regress Interview on a vector of jobseeker
characteristics using a logit LASSO and predict P̂ |Xj = P̂ r(Interview | Apply = 1, Xj) for each
jobseeker j. This is the probability the jobseeker will get an interview if she applies, given her
observed characteristics.26 The final row of Table 4 shows that the mean of this measure does not
differ between marginal and inframarginal applications.

Fourth, the specific timing of when jobseekers apply between the initial notification and the
deadline is consistent with application costs varying through time. Details are in Appendix C.3.

These five results show that the roughly constant return to treatment-induced job search is not
explained by treatment changing patterns of jobseeker selection into applications, and that the costs
of initiating applications that treatment reduces are likely to vary within jobseeker through time.
We next evaluate what these costs might be.

4.4 Pecuniary and Time Costs of Job Applications

Pecuniary costs of applying are unlikely to explain our main results, based on the design of the
platform and results from an additional experiment. Job applications on the platform are very
inexpensive, even for jobseekers in the control group, who can call the platform and request an
immediate free callback to minimize the cost of airtime. This call costs a maximum of 5 Pakistani
rupees (USD 0.03, or less than 1% of a day’s earnings at minimum wage). In addition, mobile
phone providers in Pakistan offer small loan packages allowing customers to borrow 10-20 rupees
of credit against a future top-up card, and the application period for each matching round stays
open for at least a week, so a short-term zero balance is very unlikely to be a binding constraint.

We run an additional experiment to show that lowering the pecuniary cost of applying does not
substantially increase the application rate. We randomly select some control group jobseekers to
receive a text message reminder in some rounds that they can ask the platform to call them back
about a job posting, saving the cost of their calling the platform.27 Column 1 of Table C.3 shows
that this free callback reminder treatment has an effect one hundredth of the size of the effect of
the main phone call treatment, and is statistically significantly different (p = 0.017).

26This approach assumes that the relationship between interviews and observed characteristics does not differ for
marginal and inframarginal applications, as we use the inframarginal applications for estimation and then predict
out-of-sample to the marginal applications. This assumption is more reasonable in this application than many others
because the platform observes and controls all information sent by the jobseeker to the firm.

27Each treatment used to test a mechanism in Sections 4 and 5 is assigned to a small share of the sample. Controlling
for these assignments and their interactions has no impact on the estimated effects of the main phone call treatment.
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Time costs of applying are also unlikely to explain our main results, based on the design of the
platform and results from an additional experiment. The platform allows relatively quick applica-
tions in both the control and treatment groups by allowing applications by phone and prescreening
vacancies that match jobseekers’ qualifications and interests. This saves time relative to many
search methods such as traveling to submit applications in person or reviewing unscreened vacan-
cies in newspapers or job posting boards. Time costs of applying are slightly lower for the main
treatment group because control group jobseekers wait for their call to be answered and for the
call center operator to find their record in the system. But this time difference is very small: call
records show that this takes approximately 4 minutes on average, compared to 10-24 minutes for
completing the application process itself over the phone.

We run an additional experiment to show that lowering the time cost of applying has a modest
effect on the application rate. We randomly offer some control group jobseekers the option to text
the platform and ask for a callback at a specific time. This eliminates the differential wait time
between the main treatment and control groups. Column 2 of Table C.3 shows that the effect of
this callback request treatment is one quarter the size of the main phone call treatment, and is
statistically significantly different (p = 0.002). This shows that time costs deter some applications
in the control group but can explain only a small share of the effect of the main phone call treatment.

4.5 Psychological Costs of Job Applications

Given the limited role for pecuniary and time costs of applying, we view psychological costs of
initiating applications as the most likely explanation for our main results. The existing literature
suggests multiple types of psychological costs that might be reduced by the phone call treatment.
It might reduce attention costs, because treated jobseekers do not need to pay attention to text
messages and deliberately set aside time to process their content and decide whether to apply
(Gabaix, 2019). Control group jobseekers might not initiate applications due to fear of rejection,
while the phone call allows treated jobseekers to apply quickly and without advance planning,
reducing the time available to anticipate rejection and to be deterred by it (Köszegi et al., 2022).
Present bias might lead control group jobseekers to repeatedly postpone applications until the
deadline passes, while the phone call gives treated jobseekers a reason to apply at that moment
(Ericson & Laibson, 2019). There is empirical evidence that each of these factors can influence job
search decisions (e.g. DellaVigna & Paserman 2005; Zizzamia 2023). These types of explanations
are consistent with research reviewed by DellaVigna (2009) showing that eliminating or reducing
the need to initiate decisions can raise financial and health investments. We show in Appendix C.1
how each of these factors can enter our model.

We do not directly observe psychological costs of initiating applications in our data. Hence we
cannot test if the effects of the phone call treatment vary with psychological costs across jobseekers
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or through time. Observable characteristics that could be correlated with psychological costs,
such as education, may also be correlated with returns to applications, so we do not view the
heterogeneous treatment effects discussed in Section 3.1 as appropriate tests of the model.

While we cannot pin down exactly how the phone call treatment reduces psychological costs
of initiating applications, we can test and reject two possible explanations. First, we show that
treatment does not simply function as a reminder. Our main findings could be explained by a
combination of procrastination and forgetfulness, as in Ericson (2017): some jobseekers postpone
applications until near the deadline, forget to submit some applications, and hence miss some high-
value matches. Phone calls might provide reminders that reduce the share of forgotten applications.

But the reminder interpretation is inconsistent with results from three mechanism tests. First, in
a subset of rounds, we send a second text message as a reminder to a random subsample of control
group jobseekers. Table C.4 shows that the effect of the reminder message is one-fourteenth as
large as the effect of the phone call (p < 0.001). Second, we randomize the timing of the phone call
within the application window. If the call functions as a reminder, treatment should have a larger
effect for jobseekers called later, who have had more time to forget to apply. Instead, treatment
effects are smaller when phone calls occur later (Table C.5, column 1). Third, treatment has a
smaller rather than larger effect when there is a longer window between the initial text message
and application deadline (column 2).

Notably, the fact that the treatment effect on applications declines with time to deadline is not
only inconsistent with forgetting, but also consistent with time-varying psychological costs: if the
window is longer, there is a greater chance that a jobseeker will face a low psychological cost of
applying at some point during the window and hence apply. See Appendix C.3 for a more formal
argument. This evidence against a reminder interpretation does not rule out a role for present bias
or procrastination; these may deter applications in ways that are not addressed by reminders.

We find some evidence against an explanation that treatment increases applications because
call center agents encourage or pressure jobseekers to apply. Agents are trained not to encourage
or pressure jobseekers to apply, and regular audits of call recordings verified that they followed
their scripts. This shows that jobseekers do not experience explicit encouragement or pressure. It
remains possible that jobseekers feel implicit encouragement or pressure because they have been
called or because they are interacting with a person. If jobseekers feel implicit pressure, they do
not respond in the lowest-cost way, which would be to apply for the first job listed on the call to end
the call as quickly as possible. Instead, treatment and control group jobseekers are equally likely
to apply to the first job listed in their call or text message (Figure C.8). Similarly, if jobseekers
applied more just to avoid pressure from call center agents, we might expect marginal applications
to go to poor matches and produce decreasing returns to search, which does not match our results.

We view time-varying psychological costs of initiating applications as a reasonable explanation
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for our main experimental findings given the model and additional tests in Sections 4.1 and 4.2,
the evidence against time-invariant costs in Section 4.3, the evidence against pecuniary and time
costs in the Section 4.4, the importance of psychological costs in prior research on related decision-
making discussed in this subsection, and the evidence against alternative explanations we present
in Section 5. However, we acknowledge that we cannot pin exactly which psychological cost(s)
are reduced by the phone call treatment, so alternative explanations remain possible.

5 Evaluating Alternative Explanations

5.1 Differential Access to Information

Our main findings could arise if phone calls provide more information about specific jobs, both
increasing application rates and enabling jobseekers to better target high-return vacancies. How-
ever, this explanation is unlikely, for three reasons. First, call center agents are trained to read
precise scripts that contain the same information as in the text messages (see Figure A.3). Second,
agents do not provide additional information about general labor market conditions or assessments
of the individual jobseeker’s prospects. They are not given this information by the platform and are
trained not to tell jobseekers about any beliefs they hold. Regular audits of call recordings confirm
high compliance with these two aspects of the training. Third, call center agents seldom provide
information about specific jobs. In approximately 80% of matching rounds, we gave the call center
agents no additional information beyond the content of the text message scripts. All our results
hold when restricting the sample to these rounds (Table C.6).28

Another possibility is that jobseekers are simply more likely to receive phone calls than text
messages; for example, if text messages are sometimes blocked or simply go unread. To test this,
we survey jobseekers to ask them if they remember receiving a recent job match from the platform
by either phone call or text message. Treatment and control jobseekers are equally likely to report
that they received a match, with or without the sample selection correction for survey non-response
described in Section 3.2. See Table C.7 for results and measurement details. In addition, treatment
effects do not differ between the 93% of respondents who indicated at registration that they were
comfortable communicating with the platform by text message and the remaining 7%.

5.2 Changes in Perceived Returns To Search

The phone call treatment might increase jobseekers’ perceived value of jobs on the platform if a
call from a professional recruiting service signals that platform firms are larger or wealthier and

28As an additional test, we record if the jobseeker asked for additional information on the call, irrespective of
whether the call center agent could provide this information. Treatment effects on applications are positive on calls
with and without requests for more information. This suggests that application effects are not driven by even requests
for new information, let alone receiving new information. But this analysis should be viewed with caution because it
involves splitting the sample by a post-treatment variable: the choice to ask for more information.
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thus able to provide more benefits or opportunities for advancement (higher V ). Alternatively, it
might signal to the jobseeker that the firm sees her as a good fit for the job (higher P ).29

We view this explanation as unlikely, for three reasons. First, higher perceived P and V can
increase the application rate but are unlikely to generate constant returns to marginal search, partic-
ularly because we showed in Section 4.2 that treatment does not substantially change how jobseek-
ers direct applications.30 Second, we directly test this explanation by collecting data on jobseekers’
beliefs about P and V and estimating treatment effects on these two belief measures.31 Table C.8
shows that both results are close to zero and not statistically significant. Third, if phone calls influ-
ence job applications because a jobseeker views them as informative about the quality of a specific
match, then phone calls should have larger effects on applications when the jobseeker views the
phone call as unusual than when she views it as part of normal platform operations. To test this
idea, we randomize some control group jobseekers into the phone call treatment for just one round,
so the phone call seems more unusual. (See Section 4.3 for details.) The treatment effect on ap-
plications is very similar for this ‘crossover’ treatment and the main phone call treatment, which
assigns jobseekers to get phone calls every round (Table B.3). This suggests that the phone call is
unlikely to shift application decisions by signaling that these are unusually high-value matches.

5.3 Random Search

If jobseekers apply to vacancies at random and the phone call treatment reduces the cost of ap-
plying, then treatment should increase the application rate and yield constant returns to marginal
applications. Random job search may seem implausible. But it has been widely assumed in canon-
ical search models, even if only as a simplifying benchmark (Pissarides, 2000). It may also be
plausible given some empirical evidence that jobseekers have limited information about labor mar-
ket conditions and match quality (Behaghel et al., 2023; Belot et al., 2018).

However, the random search framework does not match two additional results from our plat-
form. First, we showed in Sections 2.4 and 4.2 that applications are directed toward vacancies with
higher V , showing that applications are not random. Second, we run an additional experiment de-
signed to induce random search in order to compare that to marginal search effort induced by the
phone call treatment. Specifically, in 20% of rounds we randomize the order in which vacancies

29Note that belief updating is a distinct explanation from fear of rejection, which refers to the utility cost anticipating
rejection, conditional on the belief that an application will be rejected.

30Consider a simple static rule in which jobseekers apply to all vacancies with P̃ · Ṽ > C, for perceived interview
probability P̃ and perceived interview value Ṽ . If the phone call treatment raises P̃ or Ṽ for all vacancies, then
marginal applications will go to vacancies with lower P · V , producing decreasing returns to additional search effort.

31Translated from Urdu, these questions ask: “Suppose Job Talash sends you one hundred job ads in the next year.
Based on your past experience with our job matching service, how many of these jobs do you think would be desirable
for you?” and “Suppose you apply for all of these job that you think are desirable. How many do you think would
make you an offer?” Our main treatment assignment is time-invariant, so these questions are asking jobseekers about
jobs sent by the mode of communication used in their treatment group.
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are listed on both text messages and phone calls, which encourages additional applications to the
randomly-chosen vacancies that are listed first.32

Listing vacancies first produces more applications with decreasing, rather than constant, re-
turns. Table C.9 shows that the probability of application is 0.4 p.p. higher for vacancies listed first
instead of second or later (column 1). Moreover, the average interview probability for marginal ap-
plications submitted because the vacancy was listed first is 2.4% (column 4), which is substantially
lower than the average interview probabilities for both inframarginal applications and marginal
applications submitted due to the phone call treatment. This contrast suggests that the main phone
call treatment is not inducing random search, consistent with the fact that 69% of applications
induced by the phone call are sent to vacancies listed second or later.

The result of this experiment emphasizes that the return to marginal search depends on what
causes the marginal search and how it is directed. The randomized order treatment causes marginal
search that is roughly randomly directed and has sharply decreasing returns. The phone call initi-
ation treatment causes marginal search that is directed in similar ways to inframarginal search and
has roughly constant returns. This highlights that our constant returns finding is a consequence of
the type of search induced by the phone calls, not inherent to this labor market or these jobseekers.

6 Spillover Effects
Increased search effort by some jobseekers may affect firms and other jobseekers. The sign of this
effect is theoretically ambiguous. For firms, getting more applications can increase the probability
of receiving an application from a well-matched applicant and hence making a hire. But it can also
generate congestion costs if firms need to review many poorly-matched applications. For other
jobseekers, competing against more applications can lead to crowd-out. But the magnitude of
crowd-out may be small and offset if firms increase total hiring when they get more applications.

We can identify spillover effects using variation in the vacancy-level treatment rate: the share
of users matched to each vacancy who are treated. This share is random because matches are
determined by pre-treatment characteristics (education, work experience, and occupational pref-
erences). Our approach is analogous to papers that study spillovers using variation in treatment
intensity within geographic labor markets (e.g. Blundell et al. 2004; Gautier et al. 2018; LaLive
et al. 2022). This approach works well because this platform’s matching structure fully determines
the set of platform users who can compete with each other for each vacancy. This approach is not

32Vacancies listed earlier might attract more applications because applying to them takes less time or because
jobseekers interpret the ordering as a signal of job quality or attainability. Results from the analysis are similar if
we use only the 20% of rounds with randomized order or use all rounds and control for firm fixed effects, as firm
identifiers determined vacancy order in non-randomized rounds. Order of job listing is uncorrelated with job and
jobseeker baseline characteristics conditional on these fixed effects. Results are similar when we compare only the
first job to all subsequent jobs or include order indicators. We restrict the sample to jobseeker × round units in which
the jobseeker matched with more than one vacancy, which is necessary for variation in vacancy order.
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feasible for jobseeker-facing experiments on most platforms, where users can search and apply for
many different jobs. This makes it difficult to define how much each user is competing with other
users without a full model of the job search process.

We first verify that the experiment generates enough variation across vacancies in the treatment
rate to identify spillovers. The percentage of matches that are treated has interdecile range across
vacancies of [0.38,0.55], interquartile range [0.43,0.52], and standard deviation 0.079 (shown in
Figure D.1). Vacancies matched to fewer jobseekers mechanically have more dispersed treatment
rates, due to small-sample variation. But even vacancies with above-median numbers of matched
jobseekers have standard deviation 0.054 in their treatment rates.

We estimate spillover effects using two methods. Our first method tests whether jobseeker-level
outcomes are sensitive to the fraction of competing jobseekers who are treated, closely following
Crepon et al. (2013). We define TRjv as the fraction of jobseekers matched to vacancy v who
are treated, excluding jobseeker j. This measures the treatment rate for jobseekers potentially
competing against j at vacancy v. We use match-level data to regress interview invitations on
jobseeker-level treatment status, the treatment rate defined above and their interaction:

Interviewjv = Tj · β1 + TRjv · β2 + Tj · TRjv · β3 +Xv · Λ + µb + ϵjv, (4)

where Xv contains the number of jobseekers matched to vacancy v and vacancy-level factors that
determine matches (e.g. occupation) and µb is a stratification block fixed effect. We cluster stan-
dard errors by both jobseeker and vacancy because treatment is assigned at the jobseeker level and
most of the variation in TRjv is across vacancies. Finding β2 < 0 would be evidence of nega-
tive spillover effects on control group jobseekers, as it would show lower interview probabilities
when more competing jobseekers are treated. Finding β2 + β3 < 0 would be evidence of nega-
tive spillovers on treated jobseekers. This method has an intention-to-treat spirit, as it uses only
information on treatment assignments and matches, not application decisions.

We do not find evidence of negative spillover effects using this first method. Estimates of
β2 and β3 are both small and not statistically significant (Table 5, column 1). To interpret their
magnitude, we consider the effect on a jobseeker’s interview probability of moving from the 25th
to 75th percentile of TRjv, the treatment exposure rate. This effect is 0.006 percentage points
for a control group jobseeker (standard error 0.011 , p = 0.589) and −0.011 p.p. for a treatment
group jobseeker (standard error 0.017 , p = 0.511). As a benchmark, the effect of a jobseeker’s own
treatment status on interview invitations is substantially larger: 0.078 p.p. (from Table 3).

Equation (4) imposes a linear relationship. But spillover effects might be nonlinear and only
substantial at high treatment rates. To test this idea, we repeat the analysis replacing the vacancy-
level treatment rate TRjv with indicators for the middle and top terciles of TRv. These effects are
again close to zero for control or treatment group jobseekers (column 2).
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Table 5: Spillover Effects Between Jobseekers

Method 1: Match-level Method 2: Vacancy-level

Interview Interview effect

(1) (2) (3) (4)
Treatment 0.00196 0.00100

(0.00084) (0.00021)
Treatment rate† 0.00085

(0.00158)
Treatment X treatment rate† -0.00248

(0.00175)
Treatment rate† : mid tercile 0.00019

(0.00014)
Treatment rate† : top tercile 0.00019

(0.00023)
Treatment X treatment rate† : mid tercile -0.00031

(0.00026)
Treatment X treatment rate† : top tercile -0.00030

(0.00026)
Treatment rate 0.00196

(0.00117)
Treatment rate: middle tercile 0.00022

(0.00021)
Treatment rate: top tercile 0.00050

(0.00031)
Outcome mean 0.0005 0.0005 0.0004 0.0004
Exposure regressor mean 0.4688 0.4752
Exposure regressor SD 0.0558 0.0799
p: treated terciles equal 0.412
p: control terciles equal 0.403
p: terciles equal 0.245
# observations 1116446 1116446 1340 1340

Notes: This table shows the results of tests for spillovers between jobseekers on interview invitations.
Column (1) shows results from regressing match-level interview invitations on own treatment status, the
fraction of other jobseekers matched to the same vacancy who are treated, and their interaction. Column
(2) shows results from a regression that replaces the fraction of other jobseekers who are matched to the
same vacancy with terciles for the middle and top terciles of this fraction. The p-values below the regres-
sion output are for tests of no spillovers onto treated jobseekers (‘p: treated terciles equal’) and control
jobseekers (‘p: control terciles equal’). Column (3) shows results from regressing vacancy-level treatment
effects on interview invitations on vacancy-level fractions of matches that are treated. Column (4) shows
results from regressing vacancy-level treatment effects on interview invitations on the middle and top ter-
ciles of vacancy-level fractions of matches that are treated. The p-value below the regression output is for a
test that the treatment effects do not vary with treatment rate (‘p: terciles equal’). All regressions condition
on firm size and sector and vacancy occupation, posted salary, education and experience requirements, and
number of matched jobseekers. Columns (1) and (2) also condition on stratification block fixed effects.
Heteroskedasticity-robust standard errors are shown in parentheses, clustered by jobseeker and vacancy in
columns (1) and (2). Outcome and treatment rate means are for the full sample. Variables marked with †
are leave-one-out averages that omit the jobseeker’s own values.
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Our second method tests if vacancy-level treatment effects vary with vacancy-level treatment
rates, closely following Ferracci et al. (2014). For each of the 1,340 vacancies, we estimate the
treatment effect on interview invitations, ∆Interviewv, and the treatment rate for matched jobseek-
ers, TRv. We use these vacancy-level data points to estimate

∆Interviewv = TRv · α +Xv · Λ + εv, (5)

conditional on the same vacancy-level covariates Xv as the previous analysis. Finding α < 0

would be evidence of negative spillover effects, as this would show a smaller treatment effect on
each jobseeker’s interview probability at vacancies receiving more treatment-induced applications.

We do not find evidence of negative spillover effects using this second method. Instead, we find
a positive but small estimate of α (Table 5, column 3). To interpret the magnitude, we note that this
coefficient implies that a vacancy exposed to the 75th percentile of the treatment rate TRv rather
than the 25th percentile would have a 0.018 percentage point higher treatment effect on interviews
(standard error 0.011 , p = 0.096). To test for a nonlinear relationship, we repeat this analysis
replacing the vacancy-level treatment rate TRv with indicators for the middle and top terciles of
TRv. These coefficients are positive, although we cannot reject the null hypothesis that treatment
effects are equal across all three terciles (column 4). A nonparametric regression of vacancy-level
treatment effects on treatment rates also shows no evidence of negative spillovers (Figure D.2).

The lack of negative spillovers is consistent with descriptive patterns in vacancy-level out-
comes. If firms did dislike congestion, then the relationship between application and interview
numbers might be non-monotonic: a small increase in the number of applications might lead to
more interview invitations but an extremely high number of applications might lead firms to ignore
all applications and make no interview invitations. Instead, vacancy-level regressions show that
both the number of interviews and the probability of interviewing any jobseeker are monotonically
increasing in the number of applications (Table D.1).

What might explain the negligible spillover effects we find? Our design cannot directly an-
swer this question, but we suggest three possible explanations. First, spillover effects might be
avoided if firms hire more when they receive more applications above their reservation hiring qual-
ity. Carranza et al. (2021) and Fernando et al. (2021) show indirect evidence consistent with this
mechanism. Second, more offers need not mechanically lead to crowd-out because firms on this
platforms report filling only 60% of vacancies, as on other platforms (Fernando et al., 2021). Third,
the average vacancy on this platform receives only 0.8 applications from control group applicants
and another 6 applications from treated applicants (with pooled interdecile range 0-18). Firms
report in surveys that they get on average 30% of their total applications through the platform.
Taking these factors together, it is possible that firms in this labor market receive too few suitable
applications in the absence of treatment for crowd-out to be relevant, at least at the interview stage.
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7 Conclusion
We show that job search effort can be dramatically increased by reducing the psychological cost
of initiating job applications. Returns to the additional search effort are, perhaps surprisingly, con-
stant rather than decreasing. This pattern is consistent with a model in which marginal applications
in any period are a mix of lower-return applications from jobseekers who would send some appli-
cations without treatment and higher-return applications from jobseekers who would not apply in
that period without treatment. This finding of constant returns, combined with limited spillovers on
other jobseekers, suggests the possibility of suboptimally low search effort. This echoes findings
that changing default options to avoid initiation costs can lead to economically significant increases
in financial and health investments (DellaVigna, 2009). Our findings are particularly striking be-
cause this is a platform designed to have minimal pecuniary, time, and technology barriers to use
and hence to be broadly accessible to jobseekers in a low-resource setting. Yet psychological costs
of initiating applications still present a significant barrier for jobseekers on the platform.

These findings link to a broader literature around the design of job search policy and platforms.
The possibility that psychological costs lead to suboptimally low search effort has implications for
policies such as using caseworkers to increase jobseekers’ accountability and motivation, subsi-
dising job search, requiring active search for unemployment insurance recipients, or automatically
enrolling jobseekers in search assistance services (Card et al., 2010, 2018). Job search and match-
ing platforms could also encourage search by simplifying the process of evaluating job listings or
encouraging jobseekers to start applications, although the value of such design changes depends
on existing application volumes.
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A Additional Information about the Platform and Sample
Here we provide additional information and descriptive statistics about the sample and platform.

Firm sample: We listed a representative sample of 10,000 firms across the metropolitan area,
using a similar approach as described in Section 2.3 for individual respondents, i.e., a cluster-
randomized selection of Enumeration Blocks followed by listing of all firms in each selected block.
A team of enumerators presents the Job Talash service to firms, offering them the opportunity to
enroll to list vacancies immediately or later. We also promote the service publicly and include firms
who self-select to sign up. Approximately 1,200 firms have signed up across these two samples.
The majority of firms responding across both channels have never advertised jobs on any public
platform and usually recruit through networks. These firms are recontacted several times a year to
invite them to post additional vacancies on the platform. Any firm can also call Job Talash to post a
job at any time. Approximately 20 firms post jobs with the service per month, with approximately
half posting at least one job over the course of the experiment.

Jobseeker sample: We use secondary data to compare our experimental samples of jobseekers
and job ads to representative samples. Table A.1 compares our experimental sample of jobseekers
(column 5) and all respondents in our household listing exercise (column 4) to data from Pakistan’s
Labor Force Survey for the entire country (column 1), the city of Lahore (column 2), and the city
of Lahore reweighted to match the distribution of age, gender, and education as the experimental
sample (column 3). Figure A.1 compares the distribution of salaries for vacancies posted on the
platform to the distribution of salaries for the Lahore subsample of Pakistan’s Labor Force Survey
(Pakistan Bureau of Statistics, 2018-2019). These distributions should be compared with caution,
as the former covers vacancies and the latter covers filled jobs, including jobs where incumbent
workers have substantial experience with that firm.

Platform information: Table A.2 compares the processes on Job Talash for registering, being
notified about matched jobs, and applying for jobs to three other prominent job search platforms.
This shows substantial overlap in the processes for learning about matched jobs and submitting
applications to these jobs. The other three platforms also include search functions that allow users
to learn about jobs outside the match notification system. Table A.3 compares the average monthly
job application rate on this platform to other platforms studied by economists that report com-
parable statistics. This shows that the job application rate on Job Talash is comparable to some
other job search platforms. All of the studies reporting the highest application rates consider only
“active” platform users, rather than all users.

Figure A.2 shows a sample text message sent to jobseekers. Figure A.3 shows the exact com-
munication process between the platform and jobseekers in the treatment and control groups, in-
cluding the structure of the script for phone calls.
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Table A.1: Summary Statistics for Experimental and External Comparison Samples

Panel A - Full Sample
LFS Pakistan LFS Lahore LFS Lahore HH Listing Experimental

Reweighted Sample Sample
(1) (2) (3) (4) (5)

Female 0.511 0.493 0.315 0.496 0.315
Age 34.0 34.0 30.3 33.2 30.5

(11.8) (11.7) (9.5) (11.5) (9.8)
Highest education level

Less than Intermediate/High School 0.825 0.692 0.592 0.708 0.593
Completed Intermediate/High School 0.088 0.141 0.146 0.121 0.146
More than Intermediate/High School 0.087 0.167 0.263 0.154 0.262

Employed 0.547 0.471 0.593 0.397 0.335
Not employed and available for work 0.030 0.022 0.036 N/A 0.319
Searching N/A N/A N/A N/A 0.569
Searching and not employed 0.015 0.017 0.031 N/A 0.319

Applied to prospective employer 0.007 0.009 0.018 N/A 0.123
Checked at work sites, factories, markets, etc. 0.005 0.006 0.011 N/A 0.088
Sought assistance from friends, relatives, others 0.006 0.008 0.016 N/A 0.237
Placed or answered advertisements 0.003 0.003 0.007 N/A 0.075
Registered with an employment agency 0.001 0.001 0.003 N/A 0.030
Took other steps 0.003 0.002 0.005 N/A 0.005

Panel B - Female Sample
LFS Pakistan LFS Lahore LFS Lahore HH listing Experimental

Reweighted Sample Sample
(1) (2) (3) (4) (5)

Age 33.9 33.8 32.7 32.6 30.7
(11.6) (11.6) (11.0) (11.1) (9.5)

Highest Education Level
Less than Intermediate/High School 0.853 0.679 0.700 0.706 0.491
Completed Intermediate/High School 0.073 0.148 0.130 0.127 0.144
More than Intermediate/High School 0.074 0.173 0.170 0.159 0.365

Employed 0.242 0.098 0.100 0.081 0.178
Not employed and available for work 0.034 0.014 0.015 N/A 0.322
Searching N/A N/A N/A N/A 0.446
Searching and not employed 0.011 0.009 0.009 N/A 0.322

Applied to prospective employer 0.004 0.004 0.005 N/A 0.101
Checked at work sites, factories, markets, etc. 0.001 0.002 0.002 N/A 0.057
Sought assistance from friends, relatives, others 0.004 0.003 0.003 N/A 0.240
Placed or answered advertisements 0.002 0.000 0.000 N/A 0.066
Registered with an employment agency 0.001 0.001 0.001 N/A 0.026
Took other steps 0.004 0.000 0.000 N/A 0.004

Panel C - Male Sample
LFS Pakistan LFS Lahore LFS Lahore HH Listing Experimental

Reweighted Sample
(1) (2) (3) (4) (5)

Age 34.4 34.4 33.0 33.3 30.4
(12.2) (11.9) (11.3) (11.4) (9.9)

Highest education level
Less than Intermediate/High School 0.797 0.705 0.730 0.720 0.640
Completed Intermediate/High School 0.103 0.134 0.117 0.118 0.146
More than Intermediate/High School 0.100 0.160 0.153 0.152 0.214

Employed 0.865 0.832 0.834 0.713 0.408
Not employed and available for work 0.026 0.031 0.032 N/A 0.317
Searching N/A N/A N/A N/A 0.625
Searching and not employed 0.020 0.025 0.026 N/A 0.317

Applied to prospective employer 0.009 0.013 0.014 N/A 0.131
Checked at work sites, factories, markets, etc. 0.008 0.010 0.010 N/A 0.101
Sought assistance from friends, relatives, others 0.008 0.014 0.015 N/A 0.236
Placed or answered advertisements 0.004 0.005 0.005 N/A 0.078
Registered with an employment agency 0.002 0.001 0.002 N/A 0.032
Took other steps 0.003 0.005 0.004 N/A 0.005

Notes: Table compares the sample of jobseekers in this study (column 5) to several external benchmarks: the country (column 1),
Lahore district, where the study takes place (column 2), and people in Lahore in the eligible age range for the study, reweighted
with propensity scores to approximate the experimental sample on age, education, and sex (column 3). The table also compares the
jobseekers in this study (column 5) to an internal benchmark, the Lahore representative household listing from which the experimental
sample was recruited (column 4). The external benchmarks are calculated from the Labour Force Survey (LFS) 2018 using post-
stratification weights provided by Pakistan Bureau of Statistics. Standard deviations are shown in parentheses for all continuous
variables. Cells with ’N/A’ mean that measure was not collected for that sample. The LFS only asked non-employed respondents
about search.
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Figure A.1: Salary Distribution for Experimental and External Comparison Sample

Notes: Figure shows the distribution of monthly salaries reported in the Labor Force Survey for Lahore in 2018
(red distribution, slightly to the right) and the distribution of salaries for vacancies posted on the platform (blue
distribution, slightly to the left). Salary values greater than 200,000 have been top-coded at 200,000. Salaries are
reported in Pakistani Rupees per month. 1 Rupee ≈ USD 0.03 in purchasing power parity terms during the study
period.
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Table A.2: Registration and Job Application Processes on Job Talash and Other Job Search Platforms

Platform Job Talash (control group) LinkedIn Rozee Indeed
Registration
process

Complete phone call with the
platform that asks about de-
mographics, education, work
experience, and occupational
preferences. No fee for regis-
tration.

Complete registration on
the website that requires
contact information, location,
education, and occupation
preferences, with the option
of adding more information
later. No fee for registration.
Can upload CV.

Complete registration on the
website that requires contact
information, gender, educa-
tion, work experience, and
occupation preferences. No
fee for registration. Can up-
load CV.

Complete registration on the
website that requires contact
information, location, and
gender. Can also provide in-
formation on education, work
experience, and skills or up-
load a CV. No fee for regis-
tration.

Notification
process

Notified about jobs that match
education, experience, occu-
pational preferences. Sent by
text message.

Notified about jobs that match
preferred job title and loca-
tion. Sent by email or in the
app.

Notified about jobs that match
preferred experience, salary,
location and optional key-
words. Sent by email.

Notified about jobs that match
preferred job title, salary, lo-
cation and work schedule.
Sent by email or in the app.

Job applica-
tion process

Phone platform and ask them
to send your template CV to
the jobs you’re interested in.
No fee to apply.

If the job allows applications
via LinkedIn: submit contact
information, upload CV, and
for some jobs answer addi-
tional job-specific questions.
Otherwise redirected to the
company website. No fee to
apply.

If the job allows applications
via Rozee: confirm contact
information is correct, up-
load CV or submit platform-
generated CV, and for some
jobs answer additional job-
specific questions. Other-
wise redirected to the com-
pany website. No fee to ap-
ply.

Confirm contact information
is correct, upload CV or sub-
mit platform-generated CV,
and for some jobs answer
additional job-specific ques-
tions. No fee to apply.

Other platform
notes

Largest online professional
networking site in the world
by number of users

Largest online job search
platform in Pakistan by num-
ber of users

Largest employment website
in the world by number of vis-
itors.

Notes: This table compares the processes on Job Talash for registering, being notified about matched jobs, and applying for jobs to three other prominent job
search platforms. This shows substantial overlap in the processes for learning about matched jobs and submitting applications to these jobs. The other three
platforms also include search functions that allow users to learn about jobs outside the match notification system.
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Table A.3: Job Application Rates on Search and Matching Platforms

Study Country Platform
Mean apps per
user per month Notes

Behaghel et al. (2023) France La Bonne Bôite 0.02
Martins (2017) Mozambique emprego.co.mz 0.03
Wheeler et al. (2022) South Africa LinkedIn 0.03

This paper Pakistan Job Talash 0.03
74% of users do not
submit any applications.

Archibong et al. (2022) Nigeria Not stated 0.12
Ben Dhia et al. (2022) France Bob Emploi 0.16
Banfi et al. (2022) United States careerbuilder.com 0.18
Gee (2019) Multiple countries LinkedIn 0.19

Marinescu & Skandalis (2021) France Not stated 0.30
69% of users do not
submit any applications.

Banfi et al. (2019) Chile trabajando.com 1.22
Kelley et al. (2021) India Shikari 1.25

Matsuda et al. (2019) Pakistan Rozee 3.33
Sample excludes users who
submitted 0 applications.

Kudlyak et al. (2013) United States SnagAJob 3.60
Sample excludes users who
submitted 0 applications.

Belot et al. (2018) Scotland Not stated 4.40
People in the sample were
paid to use the platform.

Faberman & Kudlyak (2019) United States SnagAJob 7.64
Sample excludes users who
submitted 0 applications.

He et al. (2023) China Not stated 28.8
Sample excludes ≈ 99% of users

because they are “inactive.”
This table shows job application rates for users of job search and matching platforms in published and working papers.
All application rates are converted into monthly, although different papers use periods ranging from 4 weeks to multiple
years. The final column notes that some papers exclude users who submit zero applications during the period of study
from their sample. Some other papers restrict their sample to ‘active’ or ‘recently active’ users but do not define what
this means.

Figure A.2: Sample Text Message in English (Actual Messages are Sent in Urdu)
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Figure A.3: Information Structure for Phone Call Treatment and Control Jobseekers

Notes: This flowchart shows the structure of how information flows for the phone call treatment and control
jobseekers. The only difference between the two is that the former receives a phone call from the platform,
whereas the latter initiates the call to the platform. The content in the text message and the phone call scripts are
identical for both groups.
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B Additional Analysis on Search Effects and Returns to Search

B.1 Average & Heterogeneous Effects on Interview- and Application-Related Outcomes

Figure B.1 shows treatment effects on the number of times each jobseeker applies to and is invited
to an interview for a job. This figure shows that treatment raises the probability of submitting K
applications and getting L interviews for all K and for L ≤ 4.

Table B.1 shows heterogeneous treatment effects by baseline employment, search status, ed-
ucation, and age. Treatment substantially increases both applications and interviews for all eight
subgroups (panels A and B). The marginal return to additional applications ranges from 4.9 to
7.3% across the subgroups (panel C). We fail to reject constant returns to marginal search for any
of the subgroups after adjusting for multiple hypothesis testing (sharpened q > 0.30).

Table B.2 shows treatment effects on interview probabilities weighted by different proxies for
interview value, such as salary. This includes all components of the proxy index for interview value
discussed in Section 3.2 and some combinations of proxies, e.g., commute-cost-adjusted salary in
column 4 combines information from salary in column 1 and commute time in column 3. We show
both intention-to-treat and two-stage least squares estimates but the latter are economically easier
to interpret. We fail to reject equality of marginal and inframarginal returns for all eleven proxies.
This supports the argument that returns to marginal treatment-induced search are roughly constant,
by examining multiple possible measures of the value of search outcomes.

Table B.3 shows treatment effects on applications and interviews using the within-jobseeker
through-time randomization. This supports the argument in Section 4.3 that constant returns to
search are not explained by different types of jobseekers applying for jobs in the treatment and
control groups.

Table B.4 shows that treatment effects on applications do not differ by by quality scores that an
employer assigned to CVs of jobseekers who applied to vacancies posted by that employer. This
supports the argument in Section 4.3 that constant returns to search are not explained by different
types of jobseekers applying for jobs in the treatment and control groups.
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Figure B.1: Treatment Effects on Jobseeker-level Numbers of Applications and Interviews

Panel A: Number of Applications
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Panel B: Number of Interviews
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Notes: This figure shows treatment effects on the number of job applications submitted and number
of interview invitations received. All estimates are from regressions of the number of applications or
interview invitations on treatment assignment and stratification block fixed effects, using jobseeker-level
data and the sample of all jobseekers. Solid vertical lines show 95% confidence intervals, constructed
using heteroskedasticity-robust standard errors.
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Table B.1: Heterogeneous Treatment Effects

Group 1 vs. 0 Employed vs.
Unemployed

Searching vs.
Not Searching

Less vs. More than
High School

Less vs. More than
30 Years Old

Panel A: Applications
(1) (2) (3) (4)

Effect on Group = 1 0.01276 0.01566 0.01469 0.01425
(0.00097) (0.00109) (0.00103) (0.00093)

Effect on Group = 0 0.01356 0.01174 0.01161 0.01165
(0.00091) (0.00117) (0.00084) (0.00091)

p: (Effect on Group = 1) = (Effect on Group = 0) 0.48063 0.00367 0.00778 0.01800
Mean Outcome | T = 0, Group = 1 0.00161 0.00252 0.00265 0.00206
Mean Outcome | T = 0, Group = 0 0.00202 0.00121 0.00120 0.00157

Panel B: Interview Invitations
Effect on Group = 1 0.00069 0.00090 0.00071 0.00089

(0.00011) (0.00013) (0.00011) (0.00011)
Effect on Group = 0 0.00084 0.00085 0.00085 0.00060

(0.00011) (0.00014) (0.00011) (0.00010)
p: (Effect on Group = 1) = (Effect on Group = 0) 0.27097 0.74611 0.30252 0.02092
Mean Outcome | T = 0, Group = 1 0.00010 0.00018 0.00010 0.00011
Mean Outcome | T = 0, Group = 0 0.00013 0.00006 0.00013 0.00013

Panel C: IV
Effect on Group = 1 0.05453 0.05783 0.04871 0.06227

(0.00665) (0.00630) (0.00603) (0.00596)
Effect on Group = 0 0.06172 0.07266 0.07330 0.05206

(0.00625) (0.00876) (0.00715) (0.00677)
p: (Effect on Group = 1) = (Effect on Group = 0) 0.35689 0.10855 0.00253 0.17554
Mean Outcome | T = 0, Apply = 1, Group = 1 0.05941 0.07143 0.03683 0.05293
Mean Outcome | T = 0, Apply = 1, Group = 0 0.06494 0.05085 0.10997 0.08040
p: Effect = Mean Outcome | Group = 1 0.78064 0.14681 0.02912 0.07441
p: Effect = Mean Outcome | Group = 0 0.73344 0.27590 0.23010 0.38474

# matches 1,116,160 921,011 1,116,952 1,116,952
Proportion in Group = 1 0.41427 0.58115 0.46970 0.58101

Notes: Panel A shows the coefficients from regressing an indicator for job application on treatment assignment, stratification block fixed
effects, an indicator for a group that varies between columns, and the interaction between the treatment assignment and the group indicator.
Panel B shows the coefficient from regressing an indicator for interview invitation on the same right-hand side variables. The relevant group
is: employed at baseline in column 1, searching at baseline in column 2, female in column 3, high school or higher education at baseline in
column 4, and age under 30 years old at baseline in column 5. The unit of observation is the jobseeker × vacancy match. The sample in each
of the columns varies due to item non-response in the baseline survey. Heteroskedasticity-robust standard errors are shown in parentheses,
clustering by jobseeker.

51



Table B.2: Treatment Effects on Attributes of Marginal Interviews

Interview ×

ln(Salary)
High
salary

ln(Salary net
commute cost)

Short
commute

ln(Hourly
salary)

Short
hours

Flexible
hours

Any
benefits

Exact
Match Ed.

Exact
Match Exp.

Gender pref.
aligned

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
Panel A - Treatment effects on interviews
Phone call treatment 0.00781 0.00013 0.00672 0.00043 0.00354 0.00053 0.00066 0.00063 0.00007 0.00011 0.00049

(0.00091) (0.00005) (0.00078) (0.00007) (0.00042) (0.00008) (0.00008) (0.00009) (0.00003) (0.00003) (0.00006)
Panel B - Treatment effects on interviews, instrumented by treatment
Apply 0.60144 0.00909 0.55242 0.03548 0.32023 0.04705 0.05427 0.06646 0.00531 0.00737 0.03688

(0.05347) (0.00343) (0.04881) (0.00474) (0.02810) (0.00552) (0.00500) (0.00703) (0.00226) (0.00175) (0.00399)

# matches 1,035,492 916,456 1,025,683 1,071,306 973,646 1,057,231 1,065,870 964,515 1,116,952 1,050,857 1,116,952
# jobseekers 9830 7194 9731 9813 9827 9828 9831 8999 9831 9831 9831
Mean outcome | T = 0 0.00120 0.00001 0.00107 0.00008 0.00054 0.00008 0.00010 0.00011 0.00001 0.00003 0.00008
Mean outcome | T = 0, Apply = 1 0.64568 0.00319 0.58095 0.04449 0.30800 0.04632 0.05392 0.08783 0.00365 0.01367 0.04376
p: IV effect = mean | T = 0, Apply = 1 0.645 0.130 0.749 0.283 0.799 0.935 0.969 0.116 0.600 0.109 0.359
IV strength test: F-stat 302.6 242.3 264.4 269.1 234.4 241.6 272.9 172.6 312.8 331.1 312.8
IV strength test: p-value 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
Notes: Each column in panel A shows the coefficient from regressing an indicator for interview invitation weighted by a proxy of job quality on treatment assignment. Each column in panel B shows the
coefficient from regressing an indicator for interview invitation weighted by a proxy of job quality on an indicator for application, instrumented by treatment assignment. All regressions include stratification
block fixed effects. The unit of observation is the jobseeker × vacancy match. The sample is all matches. Heteroskedasticity-robust standard errors are shown in parentheses, clustering by jobseeker. Mean
outcomes are for the control group. The proxies for job quality used in columns (1) to (11) are ln(posted salary), a binary variable indicating the expected salary being less than 90th percentile of salaries
the jobseeker is matched to on the platform, ln(posted salary net of commute cost), a binary variable indicating a short commute (less than median distance), ln(hourly posted salary), a binary variable
indicating less than median working hours, a binary variable indicating whether the firm ever allows employees in this position to work flexible hours, a binary variable indicating any benefits offered by
the vacancy, a binary variable indicating whether the jobseeker has an exact match of educational specialization for the job advert, a binary variable indicating whether the jobseeker has an exact match of
work experience for the job, and a binary variable indicating whether the job advert states preferring candidates from the jobseeker’s gender.
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Table B.3: Treatment Effects on Job Search & Search Returns Using Jobseeker Fixed Effects

(1) (2) (3) (4) (5)
Apply Interview Int. × Vvm Interview Int. × Vvm

Randomly assigned to treatment in round t 0.00764 0.00064 0.00251
(0.00066) (0.00028) (0.00116)

Apply 0.08356 0.32831
(0.03421) (0.14188)

# matches 1,116,735 1,116,735 1,116,735 1,116,735 1,116,735
# jobseekers 9614 9614 9614 9614 9614
Mean outcome | T = 0 0.00185 0.00011 0.00042 0.00011 0.00042
Mean outcome | T = 0, Apply = 1 0.06007 0.22598
p: IV effect = mean | T = 0, Apply = 1 0.503 0.480
IV strength test: F-stat 133.1 133.1
IV strength test: p-value 0.00000 0.00000
JS FE Yes Yes Yes Yes Yes
Round FE Yes Yes Yes Yes Yes
Notes: All specifications are identical to those in Table 3 except that the treatment indicator varies both through time
and between jobseekers. Column 1 shows the coefficient from regressing an indicator for job application on treatment
assignment. Column 2 shows the coefficient from regressing an indicator for interview invitation on treatment assign-
ment. Column 3 shows the coefficient from regressing an indicator for interview invitation weighted by a proxy index
for the value of the vacancy to the jobseeker, Vvm, on treatment assignment. Column 4 shows the coefficient from
regressing an indicator for interview invitation on job application, instrumented by treatment assignment. Column 5
shows the coefficient from regressing an indicator for interview invitation weighted by the proxy index Vvm on job ap-
plication, instrumented by treatment assignment. The proxy index is defined in the note to Table 3. All regressions use
one observation per jobseeker × vacancy match, include jobseeker and round fixed effects, and use heteroskedasticity-
robust standard errors clustered by jobseeker, which are shown in parentheses. The p-value is for a test of equality
between the IV treatment effect and the mean interview rate for control group applications. The first-stage F-statistic
and p-value are for the test of weak identification from Kleibergen & Paap (2006).
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Table B.4: Heterogeneous Treatment Effects by Employer-Scored CV Quality

Apply

(1) (2) (3) (4)

Phone call treatment 0.02223 0.02212 0.01839 0.01949
(0.00302) (0.00299) (0.00671) (0.00691)

CV: excellent score -0.00128 -0.00215 -0.00306 -0.01154
(0.00233) (0.00244) (0.00426) (0.00642)

CV: good score 0.00085 0.00042 0.00521 0.00245
(0.00108) (0.00111) (0.00549) (0.00557)

CV: excellent score × Phone call treatment -0.00755 -0.00737 0.00675 0.00309
(0.00613) (0.00603) (0.00937) (0.00948)

CV: good score × Phone call treatment -0.00671 -0.00710 -0.00629 -0.00717
(0.00373) (0.00376) (0.01017) (0.01022)

# matches 122946 122946 1982 1980
# vacancies 334 334 6 6
# jobseekers 1477 1477 1021 1021
Mean outcome | T = 0 0.00342 0.00342 0.00226 0.00227
P-value | β4 + β5 = 0 0.18583 0.16046 0.51627 0.65816
Grader FE No Yes No Yes
Sample of vacancies Selected and Similar Occupations Selected and Similar Occupations Selected Vacancies Only Selected Vacancies Only
Notes: The table shows the heterogeneous treatment effects on applications by CV quality with and without Grader fixed effects. Unit of observation: jobseeker ×
vacancy match. Specification in all columns consist of regressing an indicator for job application on treatment assignment, dummies for CV quality excellent and
good, and interaction of treatment assignment with CV quality excellent and good. Omitted category: “average” or lower score. 759 out of 1477 jobseekers’ CVs
were scored by graders for both of the selected vacancies. In these cases, we use the mean of the two scores for Columns (1) and (2); and the grade corresponding
to the selected vacancy in columns (3) and (4). “Selected” jobs include the six enumerator/call center jobs for which the recruiting managers were grading the CVs.
“Similar occupations” consist of the following codes: Receptionist/Front Desk Officer/Telephone Operator, Sales/Marketing Officer, Computer Operator, Customer
Service Officer/Enumerator, Telemarketing Officer/Call Centre Agent and Data Entry Operator. All specifications include stratification block fixed effects. Grader
fixed effects only included for specifications in columns (2) and (4). Heteroskedasticity-robust standard errors, clustered by jobseeker, reported in parentheses.
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B.2 Robustness Checks

Table B.5 shows that our main findings from Table 3 are robust to alternative sets of conditioning
variables, weighting, and clustering. Column 1 shows results from our preferred specification;
column 2 includes interactions between treatment and the fixed effects, following the recommen-
dation by Imbens & Rubin (2015); column 3 drops stratification block fixed effects. Results are
similar across the three specifications: the effect on applications ranges from 1.28 to 1.34 percent-
age points and the marginal applications have a mean interview probability between 5 and 5.9%.
We also show results conditioning on jobseeker-level covariates in column 4, vacancy- and match-
level covariates in column 5, and all three sets of covariates in column 6. All covariates are selected
using a post-double selection LASSO, following Belloni et al. (2014). The effect on applications
ranges from 1.33 to 1.34 percentage points and the marginal applications have a mean interview
probability between 5.9 and 6.8%. The findings in columns 4, 5, and 6 reinforce our argument in
Sections 4.3 and 4.2 that the main findings are not driven by treatment effects on which jobseekers
use the platform or where they direct applications.

Our main analysis uses one observation per match. This gives higher weight to jobseekers who
get more matches, due to their occupational preferences, educational qualifications, or work expe-
rience. We repeat our main analysis weighting the data by the inverse number of matches received
by each jobseeker, which assigns equal weight to each jobseeker and makes it easier to compare
results to jobseeker-level analysis using survey data. Column (7) shows that the weighted treatment
effect on applications is slightly higher (1.83 percentage points), which means that jobseekers who
receive fewer matches are more responsive to treatment. The weighted treatment effect on inter-
views increases by a slightly smaller margin, leading to a 4.6% probability of converting marginal
applications into interviews. This is slightly lower than the unweighted result but is not statisti-
cally significantly different to the unweighted result or the interview probability for control group
applications, with or without weights.

Our main findings are also robust to two alternative ways of estimating the standard errors:
clustering by enumeration areas used for household listing (column 8) and clustering by both job-
seeker and vacancy (column 9). The former approach follows a recommendation from Abadie
et al. (2017) and is appropriate for conducting inference about all enumeration areas around La-
hore, not only the enumeration areas we randomly chose for our sample. The latter approach is
arguably conservative, because treatment is randomized within vacancy, but it allows for the fact
that applications are correlated with vacancies across jobseekers.
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Table B.5: Robustness of Main Results to Alternative Controls, Weighting, and Clustering

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Panel A - Treatment effects on applications

Phone call treatment
0.01322

( 0.00075)
0.01275

( 0.00000)
0.01342

( 0.00056)
0.01335

( 0.00076)
0.01331

( 0.00079)
0.01342

( 0.00081)
0.01835

( 0.00121)
0.01323

( 0.00075)
0.01322

( 0.00100)

Panel B - Treatment effects on interviews

Phone call treatment
0.00078

( 0.00009)
0.00070

( 0.00000)
0.00075

( 0.00006)
0.00078

( 0.00009)
0.00091

( 0.00010)
0.00092

( 0.00011)
0.00085

( 0.00011)
0.00078

( 0.00009)
0.00078

( 0.00013)

Panel C - Application effects on interviews, instrumented by treatment

Apply
0.05865

( 0.00516)
0.05033

( 0.00735)
0.05569

( 0.00381)
0.05873

( 0.00519)
0.06804

( 0.00586)
0.06846

( 0.00590)
0.04657

( 0.00579)
0.05866

( 0.00521)
0.05865

( 0.00895)

# matches 1116959 1116959 1116959 1100035 968936 955107 1116959 1116115 1116959
# jobseekers 9838 9838 9838 9630 9836 9628 9838 9825 9838
# vacancies 1343 1343 1343 1343 1217 1217 1343 1343 1343
Fixed effects Y N N Y Y Y Y Y Y
Fixed effects
interactions N Y N N N N N N N

Jobseeker-level
controls N N N Y N Y N N N

Vacancy-level & match-level
controls N N N N Y Y N N N

Weights N N N N N N Y N N
Clustering JS JS JS JS JS JS JS EA JS & V
Notes: This table shows treatment effects on key outcomes using different regression specifications. Column 1 shows results for the default sample and regression specification,
which includes stratification block fixed effects and either treatment assignment (Panels A-B) or application instrumented by treatment assignment (Panel C). Column 2 includes
interactions between treatment and the fixed effects (and instrument in panel C) and estimates the treatment effect as the average of the treatment * fixed effect interactions weighted
by the relative sizes of the stratification blocks (following Imbens & Rubin 2015). Column 3 excludes stratification block fixed effects. Column 4, 5 and 6 include respectively,
jobseeker-level controls; advert- and match-level controls; and jobseeker-, advert-, and match-level controls. The controls are selected using a post-double-selection LASSO
(following Belloni et al. 2014). The LASSO model is allowed to select from the following characteristics: at the jobseeker level, age of the jobseeker, gender of the jobseeker,
whether the jobseeker is married at baseline, whether the jobseeker is married and has kids at baseline, whether the jobseeker has above-median education, whether the jobseeker
has any work experience at baseline, jobseeker’s years of work experience, and whether the jobseeker selects many occupational categories at baseline; at the match and vacancy
level, high salary relative to respondent’s matches, high salary relative to all matches, high number of years of experience required relative to all matches, and jobseeker has an
exact match of work experience for the job. Column 7 weights observations by the jobseeker-level inverse number of matches so each jobseeker receives the same weight. Column
8 uses the same specification used in Column 1. Heteroskedasticity-robust standard errors shown in parentheses. Column 1 - 7 include standard errors clustered by jobseeker.
Column 8 includes standard errors clustered by the enumeration area of the jobseeker. Column 9 includes standard errors two-way clustered by jobseeker and vacancy. Sample
sizes vary slightly across columns due to non-response affecting covariates. All units of observation are at the jobseeker × vacancy match.
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B.3 Addressing Possible Violations of the IV Monotonicity Assumption

Researchers using instrumental variables to study treatment effects commonly make a monotonic-
ity assumption. In our context, this monotonicity assumption is that the phone call treatment
weakly increases the probability of application in all matches. Under this assumption all matches
are either compliers, which lead to applications if and only if they are treated; always-takers, which
lead to applications irrespective of treatment status; or never-takers, which do not lead to applica-
tions irrespective of treatment status. Under this assumption no matches are defiers, matches that
lead to applications if and only if they are not treated. Note that these types are defined at the match
level: the same jobseeker may be a complier in some matches, always-taker in some matches, and
a never-taker in other matches.

This monotonicity assumption allows us to interpret our two-stage least squares estimate as the
average treatment effect of applications on interview invitations for compliers, typically called the
local average treatment effect (LATE).

If there are some defiers, two-stage least squares does not recover a well-defined treatment
effect. The coefficient in a two-stage least squares regression with one binary instrument and
one binary endogenous variable recovers the difference between the treatment effect on compliers
and the treatment effect on defiers, weighted by their shares in the population. Define Pj as the
population share of type j and ∆Ij as the treatment effect on interviews for type j. We use bold
text to show that these quantities are unknown and follow this convention throughout the argument.
Using this notation:

β2SLS =
PC ·∆IC −PD ·∆ID

PC −PD

. (6)

If the share of defiers is zero, as assumed in most empirical papers, then β2SLS = ∆IC.
If the share of defiers is not zero, we can bound the treatment effect on compliers ∆IC us-

ing a six-step argument that we adapt from De Chaisemartin (2017) and Zhu (2021). First, we
note that the treatment effect on interviews for defiers, ∆ID, is defined as E [I|T = 1,Defier] −
E [I|T = 0,Defier]. The first term is zero because treated defiers, by definition, do not send ap-
plications and hence cannot get interviews. The second term is the mean interview rate for ap-
plications from untreated defiers, which we denote by ĪD. Hence we can rewrite equation (6) as

∆IC =
β2SLS · (PC −PD) +PD ·∆ID

PC

=
β2SLS · βS1 −PD · ĪD

βS1 +PD

, (7)

where βS1 = PC −PD is the coefficient from a first stage regression of application on treatment.
Second, we note that all unknown quantities in equation (7) can be bounded. Control group

matches yield applications if and only if those matches are defiers or always-takers. Hence the
mean application rate in the control group, which we denote by Ā0, equals PD +PA. This yields
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the inequality restriction

0 ≤ PD ≤ Ā0. (8)

ĪD is the mean value of a binary variable. The same is true of ĪA, the mean interview rate for
applications from always-takers. Hence

0 ≤ ĪA ≤ 1 (9)

0 ≤ ĪD ≤ 1. (10)

Evaluating equation (7) in light of these three inequalities show that ∆IC ≤ β2SLS , with
equality when PD = 0, i.e. two-stage least squares recovers LATE when there are no defiers. This
gives us an upper bound on ∆IC. To derive the lower bound, we proceed to the next steps.

Third, we note again that any application in the control group must come from an always-taker
or a defier. Hence the mean interview rate for applications submitted from control group matches,
which we denote by Ī0, is the average of rates for always-takers and defiers weighted by their
relative population shares: (̄IA ·PA + ĪD ·PD)/(PA +PD). Recalling that PD +PA = Ā0 and
rearranging terms gives

PD ·
(̄
ID − ĪA

)
= Ā0 ·

(
Ī0 − ĪA

)
. (11)

Combining (7), (8), (9), (10), and (11) gives a system of two equality restrictions and three
inequality restrictions in which ∆IC depends on three unknown quantities: ĪD, ĪA, and PD. This
does not allow us to point identify ∆IC but allows us to obtain a lower bound.

Fourth, we consider each value PD satisfying (8), solve for the set of values of ĪD and ĪA

consistent with all the restrictions, and then solve for the set of values of ∆IC consistent with all
the restrictions. Let {∆IC}PD

denote this set of feasible values.
Figure B.2 shows, for each possible value of the share of defiers PD, the set of feasible values

of ĪD in solid blue. When the share of defiers is small, only condition (9) binds on ĪD. As the share
of defiers increases, the maximum feasible value of ĪD shrinks to stop the left-hand side of equation
(11) from becoming so large that it can only be satisfied by a value of ĪA that violates condition
(10). As the share of defiers approaches Ā0 and hence the share of always-takers approaches zero,
ĪD must approach Ī0 and the feasible set approaches a point.

Fifth, we construct the union of feasible sets {∆IC}PD
over all values of PD, which we define

as {∆IC}. The maximum value of ∆IC in this set occurs when PD = 0 and is simply β2SLS . This
matches the intuitive interpretation of equation (6): if there are no defiers, then the monotonicity
assumption automatically holds, and hence two-stage least squares recovers the treatment effect on
interviews for defiers. The minimum value of ∆IC occurs as PD approaches its maximum value
of Ā0, i.e. when there are no always-takers and all control group applications come from defiers,
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Figure B.2: Bounding the Local Average Treatment Effect Without Monotonicity
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Notes: The blue solid line covers the values of the share of defiers PD and the interview rate
for applications sent by defiers ID that are feasible, given the data-based restrictions derived in
this section.

and hence ∆ID approaches Ī0. Note that ∆IC is undefined at PD = Ā0 because there are no
compliers at that point. So the lower bound is defined by the limit as PD approaches Ā0.

Using the estimated values of Ā0 = 0.00185, βS1 = 0.01322, Ī0 = 0.06290, and β2SLS =

0.5865 from Table 3 yields a lower-bound estimate of 0.045461 for the average treatment effect
on compliers. The bounded set for ∆IC thus equals [0.0455,0.0587], with a width of only 1.32
percentage points.
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B.4 Addressing Possible Complications around the IV Exclusion Assumption

In our application, the exclusion assumption is that treatment assignment affects interview invita-
tions only through job applications. This is mechanically true, in the sense that interviews are only
possible through job applications. Here we address three possibilities that might complicate inter-
pretation of this assumption, without necessarily violating it. Our findings are robust to accounting
for each of the three possibilities.

Treatment effects on matches received: Participants receive matches based on their educa-
tion, work experience, and occupational preferences. Roughly 11% of control group respondents
change job preferences after sign-up and treatment decreases this by 1.8 percentage points (Table
B.6, column 2). Treatment has small effects that are not statistically significant on the probabilities
of adding educational qualifications or work experience to the CV (Table B.6, columns 4-5).

These changes might in principle lead to treatment effects on the set of matches received by
participants, leading to treatment-control differences in the samples used for analysis. We test
whether our results are sensitive to this concern by constructing the set of matches that each re-
spondent would have obtained if they had retained their original job preferences; we code appli-
cations and interviews as zeros for the counterfactual subset of these matches respondents did not
actually receive, and estimate treatment effects in this sample. We do the same exercise with the
original education and work experience information. The treatment effects on both applications
and interviews are mechanically lower in these hypothetical samples. The returns to marginal and
inframarginal applications range from 6.5 to 6.6% across all of these counterfactual samples, again
showing roughly constant returns to marginal search effort (Table B.7, Panel C, columns 2-4).

Treatment effects on application content: Treatment might shift the content of job applica-
tions as well as the quantity of job applications. This is a standard concern with research designs
based on instruments that shift quantities. For example, instruments that shift the cost of education

Table B.6: Treatment Effects on Non-Application Measures of Platform Use

(1) (2) (3) (4) (5)
# pref. updates Any pref. update Completed CV Added educ. Added work exp.

Phone call treatment -0.07087 -0.01919 0.02494 0.02058 -0.00510
(0.04183) (0.00663) (0.00896) (0.00496) (0.00370)

# jobseekers 9823 9823 9823 9823 9823
Mean outcome | T = 0 0.56337 0.10633 0.15343 0.03558 0.02911

Notes: This table shows treatment effects on measures of platform use other than job applications: number of updated
occupation preferences (column 1), an indicator for updating any occupation preference (column 2), completing their on-
platform CV (column 3), adding more education information to their CV (column 4), or adding more work experience to
their CV (column 5). Each column shows the coefficient from regressing the relevant outcome on treatment assignment,
stratification block fixed effects, and fixed effects for the timing of the jobseeker follow-up surveys used to collect CV-related
information. The unit of observation is the jobseeker. The sample is all jobseekers. Heteroskedasticity-robust standard errors
are shown in parentheses.
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Table B.7: Sensitivity of Treatment Effects to Accounting for Changes in Jobseeker Profile and
Preferences on Platform

Panel A - Treatment effects on applications
Apply

(1) (2) (3) (4) (5) (6)

Phone call treatment 0.01324 0.01078 0.01026 0.01077 0.01524 0.01578
(0.00075) (0.00067) (0.00065) (0.00067) (0.00111) (0.00085)

# matches 1,112,181 1,194,533 1,176,749 1,190,180 696,951 1,000,180
# jobseekers 9025 8925 8995 8927 5743 9646
Mean outcome | T = 0 0.00185 0.00154 0.00154 0.00155 0.00210 0.00199

Sample
Full

sample
Hypothetical matches
w/initial preferences

Hypothetical matches
w/initial edu & exp

Hypothetical matches
w/initial preferences

& edu & exp

Completed CV
at baseline

Excluding
matches during stops

Panel B - Treatment effects on interviews
Interview

(1) (2) (3) (4) (5) (6)

Phone call treatment 0.00078 0.00071 0.00066 0.00070 0.00113 0.00093
(0.00009) (0.00008) (0.00008) (0.00008) (0.00014) (0.00010)

# matches 1,112,188 1,194,533 1,176,749 1,190,180 696,951 1,000,180
# jobseekers 9025 8925 8995 8927 5743 9646
Mean outcome | T = 0 0.00012 0.00010 0.00010 0.00010 0.00016 0.00013

Sample
Full

sample
Hypothetical matches
w/initial preferences

Hypothetical matches
w/initial edu & exp

Hypothetical matches
w/initial preferences

& edu & exp

Completed CV
at baseline

Excluding
matches during stops

Panel C - Application effects on interviews, instrumented by treatment
Interview

(1) (2) (3) (4) (5) (6)

Apply 0.05902 0.06559 0.06451 0.06545 0.07405 0.05899
(0.00519) (0.00579) (0.00596) (0.00580) (0.00688) (0.00501)

# matches 1,112,181 1,194,533 1,176,749 1,190,180 696,951 1,000,180
# jobseekers 9025 8925 8995 8927 5743 9646
Mean outcome | T = 0 0.00012 0.00010 0.00010 0.00010 0.00016 0.00013
Mean outcome | T = 0, Apply = 1 0.06296 0.06566 0.06542 0.06465 0.07713 0.06290
p: IV effect = mean | T = 0, Apply = 1 0.67138 0.88933 0.80689 0.87800 0.28300 0.67046
IV strength test: F-stat 308.5 258.6 246.2 261.1 187.0 342.6
IV strength test: p-value 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000

Sample
Full

sample
Hypothetical matches
w/initial preferences

Hypothetical matches
w/initial edu & exp

Hypothetical matches
w/initial preferences

& edu & exp

Completed CV
at baseline

Excluding
matches during stops

Notes: This table shows how treatment effects change (a) when we repeat our main analyses holding fixed jobseekers’ initial occupational preferences, education, and experience so
jobseekers’ updates to these measures cannot influence the matches they receive, and (b) when dropping matches during periods in which the jobseeker requested a stop. Column 1
uses the sample of actual matches jobseekers receive, replicating the results in Table 3. Column 2 uses the sample of matches that jobseekers would have received if they did not
update their occupational preferences. Column 3 uses the sample of matches that jobseekers would have received if they did not update their education or work experience. Column
4 uses the sample of matches that jobseekers would have received if they did not update occupational preferences, education, or experience. For all matches in columns 2, 3, and 4
that jobseekers did not actually receive, both application and interview are coded as zeros. Column 5 uses the sample of matches of jobseekers who completed their CVs at baseline.
Column 6 uses the sample of matches during periods in which the jobseeker did not request to pause/stop getting matches.

Panels A and B and show the coefficients from regressing respectively invitations an indicator for job application and an indicator for interview invitation on treatment as-
signment. Panel C shows the coefficient from regressing an indicator for interview invitation on job application, instrumented by treatment assignment. The sample size for columns
1-4 in this table is slightly smaller than in the main treatment effects table due to some missing values for preference, education or experience data. All regressions include stratification
block fixed effects. The unit of observation is the jobseeker × vacancy. Heteroskedasticity-robust standard errors are shown in parentheses, clustered by jobseeker.
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may shift both the quantity and quality of education attained, complicating interpretation of any
‘return to education’ estimated in these designs (Card, 2001).

However, as discussed in Section 2, our platform allows us to observe everything that the firm
observes about the jobseeker and that the jobseeker observes about the firm prior to the interview
invitation. Jobseekers do not receive contact information for firms before firms reach out to invite
them to an interview, so it is unlikely that jobseekers could send additional information to firms.

Thus we can test directly for quality effects. The most obvious proxy for quality is CV com-
pletion, as firms are less likely to view CVs with missing fields positively. Treated candidates
are 2.5 percentage points more likely than control candidates to complete missing fields on their
on-platform CV after registering, mainly due to adding educational information rather than adding
work experience (Table B.6, column 3). But replicating our main analysis for respondents who
completed their entire CV at registration replicates our main findings (Table B.7, column 5). Treat-
ment effects on both applications and interviews and the return to education are all slightly higher
in this sample. But the returns to marginal and inframarginal applications remain very similar to
each other, respectively 7.4 and 7.7%.

Treatment effects on platform engagement: Respondents can ask to stop being sent matches
temporarily or permanently. Treatment increases the probability of requesting a pause or stop
by roughly 12 percentage points. This is partly because treatment shifts people from passive
disengagement (ignoring text messages) to active disengagement (asking to stop calls and text
messages). Our main analysis retains matches from jobseekers who request stops and codes ap-
plications and interviews as zeros for these matches. As a sensitivity check, we can instead drop
observations from jobseekers during periods when they have requested stops. This mechanically
slightly increases treatment effects on applications and interviews (Table B.7, column 6). But the
returns to marginal and inframarginal applications are respectively 5.9% and 6.3% in this sample,
almost identical to the full sample.

Alternative approach to testing constant returns to search: We show evidence consistent
with constant returns to search using an alternative method that makes slightly different assump-
tions to the instrumental variables method in the main paper. This method is adapted from Attana-
sio et al. (2011) and Carranza et al. (2021). We first estimate the treatment effect on the application
probability multiplied by the control group’s mean interview:application ratio, which we call the
CR-implied effect. This quantity captures the increase in job interviews that would occur if treat-
ment shifted interviews only by shifting the quantity of job applications, but had no effect on the
probability of converting job applications into interviews. Under constant returns, the CR-implied
effect should equal the average effect of treatment on the interview probability, a hypothesis we
can test directly.

The CR-implied effect and average effect of treatment on interviews are very similar. Multiply-
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ing the 1.322 percentage point effect on application probability and the 0.0629 ratio of interviews
to applications in the control group yields a CR-implied effect of 0.083 p.p., with standard error
0.05 p.p. (Table B.8, column 1, row 2). This is almost identical to the treatment effect on in-
terviews of 0.078 p.p (column 1, row 1). The 0.006 p.p. difference between them is both small
and not significantly different to zero, with standard error 0.007 p.p. (column 1, row 3). The
CR-implied effect and average effect of treatment on ‘value-weighted’ interviews are also similar.
Recall that our main measure of value-weighted interviews from Section 3 is the interview indica-
tor multiplied by an inverse covariance-weighted average of the eight proxies for the value of the
interview. For this measure, the CR-implied effect and average effect differ by only 0.0003 with
standard error 0.0003, roughly 10% of the average effect (Table B.8, column 2, row 3).

Table B.8: Alternative Test for Constant Returns to Search

(1) (2)
Interview Interview × Vvm index

Treatment effect
0.00078

(0.00009)
0.00281

(0.00036)

Constant-returns implied effect
0.00083

(0.00005)
0.00314

(0.00018)

Difference
-0.00006
(0.00007)

-0.00033
(0.00028)

# matches 1,116,952 1,116,952
# jobseekers 9831 9831
Mean outcome | T = 0, Apply = 1 0.06290 0.23778
This table compares treatment effects on interviews (row 1) to the treatment ef-
fects on applications multiplied by the mean interview:application ratio in the
control group (row 2). Under constant returns, these two quantities will be iden-
tical. Hence we name the effect in row 2 the ‘CR-implied effect.’ Each col-
umn shows results for a different outcome: interviews in column 1 and inter-
views multiplied by an inverse covariance-weighted average of eleven proxies
for the value of an interview in column 2. The proxies are defined in the note
to Table 3. The unit of observation is the jobseeker × vacancy match. The
sample is all matches. All regressions include stratification block fixed effects.
Heteroskedasticity-robust standard errors are shown in parentheses, clustering by
jobseeker.
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B.5 Treatment Effects on Employment and Off-Platform Search

Tables B.9 and B.10 show treatment effects on employment and off-platform search, reported in a
survey of jobseekers. They show that the effect on employment is positive and effects on search
measures are negative, but all of these are small and not statistically significant.

Appendix B.6 explains how we construct the selection correction terms shown in even-numbered
columns of these tables.

Table B.9: Treatments Effects on Off-Platform Search and Work

Any Off- Platform
Search Any Work

(1) (2) (3) (4)
Phone call treatment -0.00780 -0.01078 0.00179 0.01081

(0.01630) (0.02072) (0.01587) (0.02002)
# jobseekers 4327 9823 4643 9823
# jobseekers answered | T = 0 2445 2445 2587 2587
# jobseekers answered | T = 1 1882 1882 2056 2056
Mean outcome | T = 0 0.26667 0.26667 0.73328 0.73328
Adjusted for non-response No Yes No Yes
IV strength test: F-stat 170.381 132.783
IV strength test: p-value 0.000 0.000
Notes: This table shows treatment effects on off-platform search and work. The outcome in
columns (1) and (2) is an indicator for whether the jobseeker reported searching for work
in the last 14 or 30 days, excluding job applications through the Job Talash platform. The
outcome in columns (3) and (4) is an indicator for whether the jobseeker reported working
in the last 14 or 30 days. Recall periods of 14 or 30 days are randomly assigned. Each
outcome is regressed on an indicator for treatment assignment and stratification block fixed
effects. Columns (2) and (4) include selection adjustment terms for survey non-response
described in Appendix B.6 and using the method proposed by DiNardo et al. (2021). They
use as instruments random assignment to receiving two additional call attempts, a heads-up
text message before the call, a monetary incentive for answering the call and finishing the
survey, and early call attempts. The unit of observation is the jobseeker. The IV strength
tests are for joint tests that all the instruments have zero coefficients in the first stage. All
specifications include stratification block fixed effects. Standard errors shown in parenthe-
ses. For columns without non-response adjustments, these are heteroskedasticity-robust.
For columns with non-response adjustments, these are estimated using 500 iterations of a
nonparametric bootstrap.
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Table B.10: Treatment Effects on Off-Platform Search (Intensive Margin)

Off- Platform
Applications

% Search
Methods Used

(1) (2) (3) (4)

Phone call treatment -0.18882 -0.21265 -0.01300 -0.01031
(0.14812) (0.18591) (0.01082) (0.01390)

# jobseekers 2715 9823 1646 9644
# jobseekers responded | T = 0 1565 1565 951 951
# jobseekers responded | T = 1 1150 1150 695 695
Mean outcome | T = 0 1.24281 1.24281 0.09976 0.09976
Adjusted for non-response No Yes No Yes
IV strength test: F-stat 146.121 65.303
IV strength test: p-value 0.000 0.000
Notes: This table shows treatment effects on specific off-platform search behaviors. The
outcome in columns (1) and (2) is the number of applications submitted off-platform in the
last 30 days and in columns (3) and (4) is the share of the following 7 search methods the
respondent reported using: searching for clients, preparing CV or other related document,
seeking assistance from friends or relatives, visiting employers, searching in newspaper/-
magazine/social media, contacting some organization, and other steps. Each outcome is re-
gressed on an indicator for treatment assignment and stratification block fixed effects. Odd-
numbered columns include selection adjustment terms for survey non-response as described
in Section B.6, following DiNardo et al. (2021). The unit of observation is the jobseeker.
The first-stage F-statistics jointly test the strength of the four excluded instruments. Stan-
dard errors shown in parentheses. For columns without non-response adjustments, these are
heteroskedasticity-robust. For columns with non-response adjustments, these are estimated
using 500 iterations of a nonparametric bootstrap. Sample size varies across columns be-
cause we randomly rotated which questions about intensive margin search were included in
each survey.
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B.6 Adjusting for Selection into Survey Response

We survey jobseekers about their off-platform search, employment, and beliefs about the platform
and use this in parts of our analysis. The survey response rates are 53.3 and 42.7% for jobseekers
in respectively the phone call control and treatment groups. This means that the treated and control
group survey respondents might be systematically different, even though randomization ensures no
systematic differences between the treated and control group jobseekers. However, reassuringly,
survey responders and non-responders have almost identical job application rates (Table B.11).

In the presence of survey non-response, average treatment effects on outcomes are not iden-
tified without further assumptions. We use a selection adjustment method proposed by DiNardo
et al. (2021) that permits identification under weaker assumptions than most other methods. To
implement this method, we deliberately randomize features of the survey data collection: the order
in which respondents are called, the number of call attempts made to each respondent, whether re-
spondents get text message alerts before phone calls, and whether respondents are offered financial
incentives. This allows us to use a selection correction in the spirit of Heckman (1974): we regress
off-platform search or employment on treatment and a selection correction term, estimated from a
first stage regression of survey response on treatment and the randomised survey features.

DiNardo et al. (2021) show that this approach recovers the population average treatment effect
under four assumptions: the survey features are randomized, the survey features do not directly
influence outcomes, the survey features influence the probability of response, and the error distri-
bution for the outcome and selection models are jointly normally distributed. The first assumption
holds by design. The second assumption is only violated if people are more likely to misreport
under some survey features than others, which we view as unlikely but is not testable. The third
assumption is testable and holds, as we show below. The fourth assumption is, like all distribu-
tional assumptions, arbitrary. But if it fails, this approach still recovers an average treatment effect
for the subset of respondents who switch their survey response status in response to variation in
the instruments (analogous to compliers in a LATE analysis).

We show the first-stage relationship between the randomized survey features and the response
rate for each type of survey question in Table B.12. There are four types of survey questions:
any off-platform work, any off-platform search, the proportion of specific search activities done,
and beliefs about jobs on the platform. The instruments have a strong impact on the probability
of response for all four types of survey questions, shown in the columns. Extra call attempts are
the most important instrument, raising the probability of response by 6-10 percentage points with
standard errors below 1 p.p. for each four question types. We can strongly reject the null hypothesis
that their coefficients are jointly zero (p < 0.001 and F ∈ [79, 152] across the four models).33

33The common rules-of-thumb for instrument strength, e.g. F > 10, are not directly applicable here. They are
designed for two-stage least squares estimation rather than the control function estimation we use. Nonetheless,
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Table B.11: Comparing Platform Use for Survey Respondents and Non-Respondents

(1) (2) (3) (4)
Ever applied Ever invited # applications # interviews

Ever answered survey 0.00116 0.00990 0.02509 0.01539
(0.00977) (0.00409) (0.06718) (0.00754)

# jobseekers 9824 9824 9824 9824
Mean outcome | Never answered survey 0.32093 0.03351 0.91574 0.04737
Prop. ever answered survey 0.36818 0.36818 0.36818 0.36818
Notes: This table tests whether survey response is related to different dimensions of platform use as measured by
administrative data. Ever answered survey is defined as a dummy equal to 1 if a jobseeker was ever successfully
reached for a 20% regular or bonus call, and reached the first module of questions. The unit of observation is the
jobseeker. Heteroskedasticity-robust standard errors in parentheses.

We report treatment effects both with and without adjustments for survey responses for all
analyses based on survey responses: any off-platform search or employment (Table B.9), specific
off-platform search activities (Table B.10), receipt of calls/text messages (Table C.7), and beliefs
about jobs on the platform (Table C.8). Adjusting for selection generally makes little difference.

Many researchers instead focus on bounding a different parameter: the average treatment effect
in the subpopulation that responds irrespective of treatment status, following Lee (2009). This
approach does not require instruments but the bounds are too wide in our setting to be informative.

We can implement a nonparametric version of the DiNardo et al. (2021) method that has a
similar spirit to Lee bounds. In this implementation, we split jobseekers into cells based on the
combination of randomized survey features they are assigned (e.g. extra call attempts, early call,
no survey incentive, no text message in advance). We then select ‘response-balanced cells’: cells
where response rates are balanced between treatment and control groups. Using only the response-
balanced cells allows unbiased estimation of average treatment effects for the subpopulation of
jobseekers who respond to the survey when they are assigned these specific combinations of sur-
vey responses. Intuitively, this approach uses the instruments to identify subpopulations where
response rates are balanced between treatment and control groups, collapsing the Lee-style bounds
to a single point. This has a similar approach to Lee’s suggestion to use covariates to tighten
bounds, with the added advantage that we use randomized instruments rather than non-random
covariates. Using this approach yields similar point estimates to the main parametric analysis. But
using only the response-balanced cells leads to larger standard errors, so we do not emphasize
these results.

the statistically strong relationship between response and the instruments is reassuring. As an alternative metric for
evaluating instrument strength, following Garlick & Hyman (2022), we note that the instruments jointly shift the
probability of responding by at least 9 percentage points in each of the four models. For example, a jobseeker is 12.8
percentage points more likely to complete the beliefs module if she gets extra call attempts, no pre-call text message
alerts, and no financial incentive than if she gets a pre-call text message alert, a financial incentive, and no extra call
attempts.
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Table B.12: Effect of Randomized Survey Features on Probability of Answering Survey Modules

Respondent answered survey module on:

Beliefs Search Work
Intensive-Margin

Search

(1) (2) (3) (4)

Many call attempts 0.09597 0.10968 0.10369 0.06479
(0.00805) (0.00969) (0.00977) (0.00747)

Text message before call 0.00918 0.01204 0.01894 0.00288
(0.01342) (0.01640) (0.01650) (0.01237)

Incentive -0.00179 -0.02066 -0.02746 -0.00672
(0.01339) (0.01628) (0.01636) (0.01229)

Text message before call × Incentive -0.03933 -0.04929 -0.03915 -0.01974
(0.02246) (0.02723) (0.02734) (0.02068)

Assigned early call -0.00926 -0.01824
(0.02051) (0.02063)

# jobseekers 9824 9824 9824 9824
Mean outcome 0.21241 0.44089 0.47262 0.16791
IV strength test: F-stat 149.907 145.690 129.027 79.075
IV strength test: p-value 0.000 0.000 0.000 0.000
Notes: This table shows the effect of randomized survey features on the probability that jobseekers
answer each survey module. We use these estimates to construct selection correction terms for all
analyses using survey data, following DiNardo et al. (2021). The outcomes are indicators for ever
answering: the survey module about beliefs (column 1), a binary question for any employment (column
2), a binary question for any off-platform search (column 3), and the survey module about intensive-
margin off-platform search (column 4). We ask the two binary questions on every call attempt. For
a subset of calls, we randomly select one of the beliefs module or the intensive-margin off-platform
search module to ask. The randomized features are extra survey call attempts (row 1), a text message
telling the respondent that they will be called soon (row 2), an incentive payment of 100 Pakistani
Rupees for answering the call (row 3), and assignment to be called early in the survey operation (row
5). We include the interaction between the text message and survey incentive (row 4) because these
are directly cross-randomized in the same set of call attempts. The early call attempts were only
randomized for a subset of calls that did not include the belief or intensive-margin search questions,
so we omit this feature from the regression models shown in columns (1) and (4). All regressions
include a treatment indicator and stratification block fixed effects. Heteroskedasticity-robust standard
errors shown shown in parentheses. The bottom two rows of the table report results for testing if the
coefficients on the randomized survey features are jointly equal to zero.
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C Additional Analysis on Mechanisms

C.1 Conceptual Framework Appendix

This appendix provides a more formal version of the conceptual framework from Section 4.1.
The platform sends each jobseeker a monthly batch of vacancies that match their education,

experience, and occupational preferences. We define Pjv as the probability that jobseeker j gets an
interview for vacancy v conditional on applying to the vacancy and Vjv as the value of an interview.
Vjv is a reduced-form measure of the present risk-adjusted value of the flow of future utility from
the interview. We define Cjv as the cost to jobseeker j of applying to vacancy v. We omit the jv

subscript in the remainder of this section for simplicity. The expected gross return to applying is
PV δβ, where the quasi-hyperbolic discounting term δβ with δ, β,≤ 1 (following Laibson 1997)
reflects the fact that interviews occur after applications and allows for the possibility that jobseekers
are present-biased. We make the natural assumption that jobseekers apply to all jobs where the
expected net present value of applying is positive. This is assumption (A1) in the main paper text
and can be written as PV δβ − C > 0 or PV > C

δβ
.

We can introduce heterogeneous application costs into this framework in multiple ways. We
begin by assuming that in each month share q of jobseekers face the low application cost Cα < C,
while the remaining share 1 − q of jobseekers face the high application cost C. This mimics the
dynamic investment model of Carroll et al. (2009), used to study retirement contributions. From
the model’s perspective, it does not matter if this cost is time-varying, with jobseekers moving
between low- and high-cost status each month, or time-invariant, with some jobseekers facing
permanently high costs and others facing permanently low costs.

We assume that the costs and returns are such that low-cost jobseekers apply to at least one
match and high-cost jobseekers apply to no matches. This is assumption (A2) in the main paper
text. Formally, this means that PV > Cα

δβ
for some matches, so low-cost jobseekers apply to some

jobs, and PV < C
δβ

for all matches, so high-cost jobseekers apply to no jobs. This assumption
matches the empirical patterns in the control group: some jobseekers submit applications but many
jobseekers never apply or apply in only some periods. We assume costs are either high or low but
all predictions of the framework hold with continuously distributed heterogeneity, provided this
leads some jobseekers to apply for no vacancies in some periods.

Figure C.1 shows application behavior under these assumptions. In the top panel, low-cost
jobseekers apply to the blue-shaded section of the density of PV . In the bottom panel, high-cost
jobseekers apply to none of their matches. The figure shows identical densities of PV for the two
types of jobseekers but the framework’s qualitative predictions hold with different densities.

Treatment lowers the application cost, reducing C by a factor γ ∈ (0, 1). Treated low-cost
jobseekers apply if PV > Cαγ

δβ
. Because γ < 1, these applications must have lower expected
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Figure C.1: Application Decisions for Treated & Control Jobseekers Facing High Versus Low
Costs

Notes: This figure shows the application decisions for jobseekers facing low application costs at the time
they receive matches (top panel) and jobseekers facing high application costs at the time they receive
matches (bottom panel). The blue-shaded sections show the matches to which control group jobseekers
apply. The pink-shaded sections show the additional matches to which treatment group jobseekers
apply. For simplicity, we show only the right tail of the density of PV . This figure is identical to Figure
1 in the main paper, except that the horizontal axis labels show the values for the decision cutoff rules
implied by the model.
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returns than applications submitted by untreated low-cost jobseekers. These applications go to
matches in the pink-shaded section in the top panel of Figure 1. Treated high-cost jobseekers apply
if PV > Cγ

δβ
, shown in the pink-shaded section in the bottom panel. If γ > α, i.e., if the treatment-

induced drop in application costs is small relative to the natural variation in costs, then these
treated high-cost jobseekers’ bar for applying is higher than Cα

δβ
, the untreated low-cost jobseekers’

bar for applying. This shows the core intuition of the model: marginal applications induced by
treatment come from a mix of low-cost jobseekers, whose applications have returns lower than the
inframarginal applications, and high-cost jobseekers, whose applications have returns higher than
the inframarginal applications if γ > α. Averaged over these two types of jobseekers, marginal
applications can have equal returns to inframarginal applications.34

This framework can also explain the large treatment effect on the application rate. The control
group’s low application rate suggests that the share q of low-cost jobseekers in each month is <<

0.5. When q is low, most treatment-induced marginal applications come from high-cost jobseekers,
so the treatment effect on the application rate will exceed the control group application rate.35

This setup matches some of the potential psychological costs of initiating applications that we
discuss in Section 4.1. For example, jobseekers facing the low application cost Cα might have
lower costs of paying attention to text messages and evaluating the matches, perhaps because they
have fewer competing demands for their attention that month.

We can adapt the model slightly to better align with other potential psychological costs of
initiating applications. For example, we can adapt the model to align with varying present bias by
assuming all jobseekers face application cost C but that in each month share q of jobseekers are
time-consistent and have β = 1, while the remaining share 1− q of jobseekers are present-biased
and have β < 1. This delivers identical decision rules to those derived above with α replaced by
1/β. This approach mimics the dynamic investment model that Duflo et al. (2011) use to study
farmers’ fertilizer investment. This version of the model matches the data if the share of present-
biased jobseekers is high in each period, which is consistent with multiple studies finding relatively
high rates of present bias, reviewed by Kremer et al. (2019).

34Formally, the mean average return in the control group is E
[
PV |PV > Cα

δβ

]
, while the average return in the

treatment group is a weighted average of E
[
PV |PV > Cαγ

δβ

]
for low-cost jobseekers and E

[
PV |PV > Cγ

δβ

]
for

high-cost jobseekers. Under our assumption that γ ∈ (α, 1), the second and third expectations are respectively lower
and higher than the mean return for control group jobseekers. The second and third expectations have weights q ·
Pr

(
PV > Cαγ

δβ

)
and (1− q) ·Pr

(
PV > Cγ

δβ

)
respectively. If the density of PV is strictly continuous, there exists

a share q of low-cost jobseekers that equalizes the average returns to control and treated applications.
35Formally, the control group application rate is q · Pr

(
PV > Cα

δβ

)
. The treatment group application rate is

q · Pr
(
PV > Cαγ

δβ

)
+ (1 − q) · Pr

(
PV > Cγ

δβ

)
. The first term in the treatment group application rate is already

larger than the control group application rate because γ is defined to be < 1. Figure C.1 shows this. The probability
in the second term in the treatment group application rate is lower than the probability in the control group application
rate under our assumption that γ > α. But the second term can still be substantially higher than the control group
application for low values of q.
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C.2 How are Marginal and Inframarginal Applications Directed?

This appendix provides additional results about how marginal and inframarginal applications are
directed and explains the complier or latent type method used in sections 4.3 and 4.

Heterogeneous Treatment Effects by Vacancy Value: We show several figures confirming
the pattern documented in Section 4 that marginal and inframarginal applications are sent to va-
cancies with similar values to jobseekers. Figure 2 showed heterogeneous treatment effects by two
proxies for the value of a vacancy – salary and an index of multiple value proxies – to show that
the share of applications sent to high-value vacancies does not differ between treatment and con-
trol groups. Figure C.2 replicates this using the within-jobseeker between-vacancy distributions
of salary and the index, showing loosely the same pattern. Figure C.3 replicates Figure 2 using
the value of interviews rather than vacancies, showing the same pattern. Recall that we test if the
share of applications sent to high-value vacancies differs between treatment and control groups by
testing if the ratio of the treatment group to control group application rate is equal over the five
quintiles shown in each figure. Test results are reported in the note below each figure.

Matches are sent to jobseekers roughly every month, as part of a matching round. Any job-
seeker who has received multiple matches in that round receives a batch of multiple matches.
Roughly two thirds of matches are sent in batches and one third are sent individually. We use this
structure to show in the next three figures that treatment and control group jobseekers apply to
observationally similar batches of vacancies as well as to similar vacancies. This is consistent with
the conceptual framework.

Figure C.4 shows how the phone call treatment shifts the number of applications that respon-
dents make in each of these rounds. Panel A shows the full distribution, while Panel B shows
the distribution conditional on a positive number of applications. The conditional distributions are
similar between treatment and control group, with confidence intervals fully overlapping. This
shows that the entire treatment effect on applications comes from the shift from applying to zero
vacancies in a given round to a positive number of applications. This pattern is consistent with the
conceptual framework: some jobseekers miss applying to some batches of matches due to tem-
porarily high present bias or psychological application costs. If, instead, treatment shifted some
jobseekers from making one to making two or more applications within a batch of matches, this
would not be explained by a reduction in the psychological cost of initiating applications.

Figure C.5 shows heterogeneous treatment effects collapsing the data to the level of the match-
ing round, replicating the results in Figure 2. Finally, Figure C.6 repeats this analysis measuring
the value of a round based on the highest-value vacancy rather than average over the vacancies
in the round. Results are similar across all approaches, showing that treatment and control group
jobseekers apply to observationally similar batches of matches.
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Figure C.2: Heterogeneous Treatment Effects on Applications by Vacancy Value Using Within-
Jobseeker Variation in Value

Panel A: Match level: Quintiles of salary within-jobseeker
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Panel B: Match level: Quintiles of Vvm index within-jobseeker
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Notes: This figure shows heterogeneous treatment effects of the phone call treatment on applications
by proxies for the value of the job posting. Panel A shows heterogeneity by job posting salary, defining
quintiles based on the distribution of salary within-jobseeker. Panel B shows heterogeneity by the
Vvm index described in Section 3.2, again defining quintiles based on the distribution of salary within-
jobseeker. The p-values for testing that the share of applications submitted to each quintile is equal
between treatment groups is 0.652 in Panel A and 0.444 in Panel B. The unit of observation is the
jobseeker × vacancy match. Results in both panels are conditional on stratification block fixed effects.
Solid vertical lines show 95% confidence intervals, constructed using heteroskedasticity-robust standard
errors, clustering by jobseeker.
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Figure C.3: Heterogeneous Treatment Effects on Interviews by Vacancy Value

Panel A: Match level, by posted salary

0

.0005

.001

.0015

.002

.0025

P
ro

p
o
rt

io
n
 o

f 
jo

b
s
e

e
k
e
rs

w
h
o
 g

e
t 
in

v
it
e
d
 t
o
 i
n
te

rv
ie

w
 f

o
r 

m
a
tc

h

1 2 3 4 5

Quantiles of Job posting salary

Control

Treated

95% CI

95% CI

Panel B: Match level, by Vvm index
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Notes: This figure shows heterogeneous treatment effects of the phone call treatment on interviews by
proxies for the value of the job posting. Panels A and B show heterogeneity by job posting salary and
Vvm index described in Section 3.2 using the within-jobseekers between-vacancy distribution. The p-
values for testing that the share of applications submitted to each quintile is equal between treatment
groups is 0.984 in Panel A and 0.950 in Panel B. The unit of observation is the jobseeker × vacancy
match. Results in both panels are conditional on stratification block fixed effects. Solid vertical lines
show 95% confidence intervals, constructed using heteroskedasticity-robust standard errors, clustered
by jobseeker.

74



Figure C.4: Treatment Effects on the Number of Applications per Jobseeker × Matching Round

Panel A: Treatment Effects on Each Positive Number of Applications
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Panel B: Treatment Effects on Each Positive Number of Applications, Scaled by Pr(> 0 Applications)
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Notes: This figure shows treatment effects on the number of applications submitted per jobseeker ×
round. Estimation uses one observation per person-round, restricts the sample to jobseeker-rounds with
at least two matches (65% of the data), conditions on stratification block fixed effects, and uses standard
errors clustered by jobseeker. In Panel B, each estimate is multiplied by the probability of submitting
> 0 applications so that the estimated effects for 1 and > 2 applications sum to one within each of
the treatment and control groups. This allows us to show that treatment increases the number of job
applications purely by increasing the number of rounds to which applications are submitted, rather than
shifting the number of applications submitted within rounds to which jobseekers apply anyway.
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Figure C.5: Heterogeneous Treatment Effects on Applications by Vacancy Value Using Jobseeker
× Matching Round Level Data

Panel A: Jobseeker × round level, by salary
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Panel B: Jobseeker × round level, by Vvm index
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Notes: This figure shows heterogeneous treatment effects of the phone call treatment on applications
by proxies for the value of the job posting. All analysis in this figure uses one jobseeker × round as
a unit of observation, averaging over the values of the vacancies in that unit. Panels A and B show
heterogeneity by job posting salary and Vvm index described in Section 3.2 using the within-jobseekers
between-vacancy distribution. The p-values for testing that the share of applications submitted to each
quintile is equal between treatment groups is 0.302 in Panel A and 0.226 in Panel B. Results in both
panels are conditional on stratification block fixed effects. Solid vertical lines show 95% confidence
intervals, constructed using heteroskedasticity-robust standard errors, clustered by jobseeker.
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Figure C.6: Heterogeneous Treatment Effects on Applications by Vacancy Value Using Jobseeker
× Matching Round Data

Panel A: Person-round level: maximum salary instead of mean
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Person-round level: maximum Vvm index instead of mean
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Notes: This figure shows heterogeneous treatment effects of the phone call treatment on applications by
proxies for the value of the job posting. All analysis in this figure uses one jobseeker × round as a unit
of observation, based on the maximum value of the vacancies within that unit. Panels A and B show
heterogeneity by job posting salary and Vvm index described in Section 3.2 using the within-jobseekers
between-vacancy distribution. The p-values for testing that the share of applications submitted to each
quintile is equal between treatment groups is 0.062 in Panel A and 0.961 in Panel B. Results in both
panels are conditional on stratification block fixed effects. Solid vertical lines show 95% confidence
intervals, constructed using heteroskedasticity-robust standard errors, clustering by jobseeker.
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Treatment Effects on the Dispersion of Values of Matches Receiving Applications: We
explain in Section 4.2 that the conceptual framework predicts that the value of matches receiving
applications should have a wider range in the treatment group. To test this, we estimate treatment
effects on the variance, 10th percentile, and 25th percentile of log salary for matches that receive
applications, using a nonparametric bootstrap clustered by jobseeker to obtain standard errors on
these treatment effects. Table C.1 shows treatment raises the variance and lowers the 10th and 25th
percentiles for both log salary and the proxy index Vvm that combines multiple proxies for match
and vacancy value. This is consistent with the framework’s prediction that marginal treatment-
induced applications should go to vacancies with the same average value as inframarginal applica-
tions but more dispersed values.

Table C.1: Treatment Effects on Dispersion of Value of Matches Receiving Applications

Ln(Salary) Vvm index

Variance 10th pctile Variance 10th pctile
(1) (2) (3) (4)

Control 3.13 9.2 0.926 2.37
(0.468) (0.018) (0.060) (0.036)

Treatment 5.18 8.99 0.964 2.34
(0.223) (0.000) (0.032) (0.014)

Treatment effect 2.06 -0.223 0.038 -0.025
(0.527) (0.018) (0.067) (0.038)

Notes: This table shows how treatment changes the dispersion of the value of va-
cancies that receive applications, testing the model prediction that treatment should
raise this dispersion. The table columns show dispersion statistics – variance and
10th percentile – of two proxies for vacancy value – log monthly salary and the
index Vvm of vacancy- and match-level proxies for vacancy value defined in the
note to Table 3. The table rows show the levels of these dispersion statistics for
the treatment and control groups and the treatment effect. Standard errors are esti-
mated using 1000 iterations of a nonparametric bootstrap, clustering by jobseeker.

Method for Complier / Latent Type Analysis: We argue that the marginal job applications
submitted due to treatment and inframarginal job applications submitted in the absence of treat-
ment have similar characteristics, in terms of jobseeker characteristics (Section 4.3, Table 4) and
vacancy/match characteristics (Section 5). In this appendix we describe the method used to support
this argument, which is adapted from Marbach & Hangartner (2020).36

In the standard language of instrumental variable analysis, inframarginal applications are sub-
mitted by ‘always-taker’ types and marginal applications are submitted by ‘complier’ types. ‘Never-

36This method is a special case of the κ-weighting method proposed by Abadie (2003). We do not need to use
Abadie’s more general method because this special case works for the problem we study – covariate means for com-
pliers with a binary treatment and binary instrument.
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taker’ types do not submit applications by definition and there are no ‘defier’ types under the stan-
dard monotonicity assumption. We cannot observe the latent type of each individual match. But all
applications submitted to untreated matches are by definition inframarginal. Hence the population
share of inframarginal applications is µAT = E[Apply | Treat = 0] and the mean value of each
covariate X for inframarginal applications is µAT

X = E[X|Apply = 1,Treat = 0].
All applications submitted to treated matches are by definition either marginal or inframarginal.

The treatment group’s mean application rate is E[Apply | Treat = 1], so the population share of
marginal applications is µC = E[Apply | Treat = 1]− µAT . The mean value for each covariate X

in the treatment group is the average of the mean values for compliers and always-takers, weighted
by their relative frequency: E[X|Apply = 1,Treat = 1] =

µAT ·µAT
X +µC

X ·µC

µAT+µC . Hence the mean value

of each covariate X for inframarginal applications is µC
X =

(µAT+µC)·E[X|Apply=1,Treat=1]−µAT ·µAT
X

µC .
We can estimate µAT

X and µC
X for each covariate X using combinations of sample averages and

estimate the standard errors using the Delta method. We include stratification block fixed effects
in all estimation and cluster standard errors by jobseeker.

Results from Complier / Latent Type Analysis: Table C.2 shows that there are some differ-
ences between mean values of observed characteristics marginal and inframarginal applications but
these differences do not show consistently higher values for marginal or for inframarginal applica-
tions. For example, marginal applications are directed to jobs that offer slightly lower salaries, but
are more likely to offer flexible hours. We summarize these measures by constructing an inverse
covariance-weighted average of the value proxies, Vvm, and find no difference between the mean
values of this index for marginal and inframarginal applications.

Latent interview probabilities are another proxy for the value of each application; these also do
not differ on average between marginal and inframarginal applications. To show this, we estimate
the latent probability that each match would yield an interview if an application were submitted
using the same method introduced in Section 4.3, but now incorporating vacancy and match level
characteristics into the prediction model. The mean probability is similar between marginal and in-
framarginal applications when estimated using only these vacancy- and match-level characteristics
or also including jobseeker characteristics. Finally, we interact each latent interview probability
measure with the value index to create an omnibus proxy for PV . The means for marginal and
inframarginal applications do not differ.

These patterns show that marginal and inframarginal applications are sent to vacancies with
similar values to jobseekers, consistent with the conceptual framework. As a final check, we repli-
cate our main analysis conditional on vacancy- and match-level characteristics and confirm that
the estimated treatment effect on applications and return to marginal applications are unchanged
(Table B.5, columns 1, 5, and 6).
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Table C.2: Comparing Observed Characteristics of Inframarginal and Marginal Job Applications

(1) (2) (3)
Inframarginal Marginal Difference
applications applications (p-value)

Firm characteristics
Leave one out ratio of firm interviews to applications (on platform) 0.061 0.058 -0.003

(0.583)
Firm baseline ratio of interviews to applications (off-platform) 0.705 0.738 0.033

(0.053)
Firm # employees 88.347 43.720 -44.627

(0.001)
Firm # vacancies in last year 12.301 9.096 -3.205

(0.002)
Vacancy characteristics

Ln(posted salary) 9.848 9.704 -0.143
(0.000)

< median working hours 0.600 0.582 -0.018
(0.489)

Allows employees to work flexible hours 0.697 0.803 0.106
(0.000)

Offers any benefits 0.767 0.758 -0.010
(0.624)

Match characteristics
Exact education match | vacancy requires high ed 0.168 0.265 0.097

(0.008)
Exact experience match | vacancy requires experience 0.176 0.166 -0.011

(0.684)
Short commute 0.540 0.456 -0.083

(0.002)
Gender preference aligned 0.509 0.570 0.062

(0.012)
Predicted interview probabilities and value of vacancy
P̂ | Xvm: Prob. interview | vacancy and match characteristics 0.063 0.063 0.001

(0.874)
P̂ | Xjvm: Prob. interview | jobseeker, vacancy and match characteristics 0.063 0.065 0.002

(0.575)
Vvm index: proxies of value of vacancy to jobseeker 0.242 0.253 0.011

(0.853)
P̂ | Xjvm × ln(posted salary) 0.632 0.656 0.024

(0.552)
P̂ | Xjvm × Vvm index 0.231 0.234 0.004

(0.810)
Notes: Table shows the means of covariates for the inframarginal applications that are submitted irrespective of treatment status (column 1) and marginal applications that are submitted only if
treated (column 2). Column 3 shows the difference between the covariate means for marginal and inframarginal applications. p-values reported in parentheses in column 3 are estimated using
heteroskedasticity-robust standard errors clustered by jobseeker. The unit of observation is the jobseeker × vacancy match. Exact education match is an indicator for an exact match between the
employer’s preferred field of educational specialization and the jobseeker’s field; this variable is conditional on vacancies requiring high education. Exact experience match is an indicator for a
match in which the jobseeker has experience in the same occupation as the vacancy; this variable is conditional on vacancies requiring experience.
a P̂ : All predicted interview probabilities have been estimated using logit LASSO specification, using applications from control group jobseekers. The logit LASSO model is allowed to
select from the following characteristics. At the match level, high salary relative to respondent’s matches; high salary relative to all matches; short commute (below median distance); jobseeker
is overqualified relative to firm’s minimum and preferential experience or educational requirements; jobseeker has an exact match of educational specialization for the job advert; jobseeker has an
exact match of work experience for the job; and the job advert states preferring candidates from the jobseeker’s gender. At the vacancy and firm level: industry classifications; vacancy occupation
codes; work days for the vacancy; number of employees; total # of vacancies opened by the firm in the last year reported at baseline; minimum and maximum salary offered for the vacancy;
ln(salary net of commute cost); ln(hourly salary); commute cost; vacancy offers a written employment contract; vacancy offers a permanent employment contract; total # of benefits offered by the
vacancy; any benefits offered by vacancy; less than median working hours; whether the firm allows its employees to work flexible hours multiple times a week, once a week, multiple times a month,
once a month, once after every few months or not at all; whether the firm is open to hiring women for the vacancy, number of positions to be filled; minimum years of experience and education
required; any education required; any experience required; preferred years of experience; preferred years of experience in the same sector; firm provides pick and drop transport services to all, some
or no employees; firm is located in a commercial, industrial or residential area; firm used web platform to advertise a vacancy at baseline; firm used third party outsourcing to advertise a vacancy
at baseline; firm used newspaper to advertise a vacancy at baseline; whether CV drop-off was allowed at the firm’s location at baseline; whether the firm reached out to its contacts to advertise a
vacancy at baseline; whether the firm ever used newspaper to advertise a vacancy on platform or off platform at baseline; whether the firm ever used web platforms to advertise a vacancy on platform
or off platform at baseline; whether the firm ever used third party outsourcing to advertise a vacancy on platform or off platform at baseline; years of education required for a vacancy posted by firm
at baseline; an indicator for whether the firm either has no female employees and has no interest in hiring them, has no female employees but is open to hiring them, or has some female employees;
total # of vacancies listed by the firm on platform; and firm baseline ratio of interviews to applications.
a Vvm index: is an inverse covariance-weighted average constructed using vacancy and match level characteristics, defined in the note to Table 3.
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C.3 What Application Timing Shows about Time-Varying Application Costs

Here we show three empirical patterns consistent with application costs in the control group varying
through time within jobseeker, to support the argument in Section 4.3. If application costs vary
through time and are drawn from a stable distribution, then:

1. The share of control group jobseekers who apply on each day will decrease at a constant rate,
i.e. will decay exponentially. This occurs because jobseekers who draw low costs on day T

will apply then, leaving a shrinking pool of jobseekers available to apply on each subsequent
day. Figure C.7 shows the actual share of applications submitted each day from text message
to deadline, with the fitted values from an exponential regression. The pattern is broadly
consistent with exponential decay.

2. Some jobseekers will delay applying in hope they will draw a lower application cost in the
future and then apply on the final day. This matches the rise in applications just before the
deadline shown in Figure C.7. This is consistent with research on investment decisions with
deadlines, reviewed by Kremer et al. (2019).

3. The treatment effect will decrease in the length of time available to apply. This occurs be-
cause treatment lowers the application cost only on the day of the phone call, and more
days allows the control group jobseekers to partly catch up to the treatment group.37 This is
consistent with our data: the treatment effect on applying is 0.072 percentage points lower
(standard error 0.004) with each extra day between the notification and the deadline.

Figure C.7: Control Group Application Rate in Period from Notification to Deadline

37Slightly more formally, assume that the share of jobseekers who draw a low enough cost to apply on any given day
is X . Then the share of control group jobseekers who have applied after T days is 1− (1−X)T , ignoring strategically
delayed applications for simplicity. Treatment raises the share of jobseekers with low enough application costs to
apply on day 1 to Y > X . The difference between the treatment and control group application rates after T days is
(Y −X) ∗ (1−X)(T−1), which shrinks as T increases.
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C.4 Pecuniary and Time Costs

Here we show results for the mechanism experiments described in Section 4.4. Column 1 of Table
C.3 compares the effects of our main phone call initiation treatment to the effects of a randomized
text message reminder that the jobseeker can ask the platform to call them back about a job posting.
The free callback reminder treatment has an effect one hundredth of the size of the effect of the
main phone call treatment, and the two effects are statistically significantly different (p = .017).

Column 2 of Table C.3 compares the effects of our main phone call initiation treatment to the
effects of randomly offering some control group jobseekers the option to text the platform and
ask for a callback at a specific time. This eliminates the differential wait time between the main
treatment and control groups. This callback request treatment has an effect one quarter of the size
of the effect of the main phone call treatment, and the two effects are statistically significantly
different (p = .002). Each column uses only the set of jobseeker × vacancy matches from rounds
in which the relevant feature was randomized.

Table C.3: Mechanism Experiment: Treatment Effects on Applications of Reductions in Pecuniary
and Time Costs

Apply

(1) (2)

Phone call treatmentj 0.00342 0.00226
(0.00145) (0.00047)

Free callback salience treatmentjt 0.00003
(0.00012)

Callback request treatmentjt 0.00059
(0.00029)

# matches 13126 54135
# jobseekers 4423 7004
Mean outcome | T = 0 0.00000 0.00030
P-value for equality of treatments 0.01742 0.00235
Round FE Yes Yes
Notes: Column 1 sample includes matches from jobseekers in the standard phone call treatment arm, job-
seekers randomized into a free callback reminder, and the control group (mutually exclusive), from one
round during which the mechanism experiment was active. Column 2 sample includes matches in the stan-
dard phone call treatment arm, a callback request treatment randomized at the person-round level, and the
control group (mutually exclusive), from three rounds in which the experiment was active. The unit of ob-
servation is the jobseeker × vacancy match. Results are conditional on stratification block and round fixed
effects. Heteroskedasticity-robust standard errors, clustered by jobseeker, are shown in parentheses.
NA very very long placeholder very very long placeholder
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C.5 Reminder Effects

Here we show results for the mechanism experiments and non-experimental analysis relating to
reminder effects discussed in Section 4.5. Table C.4 shows the effect of a reminder text message
sent to a random subsample of control group jobseekers at the same time that the treatment group
jobseekers receive calls. If reminder effects explain our results, this should have a similar effect
to that of the phone call treatment. The effect of the reminder message is one-fourteenth as large
as the effect of the phone call treatment in the same matching rounds and statistically significantly
smaller (p < 0.001).

Table C.4: Mechanism Experiment: Treatment Effects on Applications of Reminder Text Mes-
sages

(1)
Apply

Phone call treatment 0.00224
(0.00046)

Reminder text message treatment 0.00016
(0.00015)

# matches 54152
# jobseekers 7013
Mean outcome | T = 0 0.00010
P-value for equality of treament 0.00003
Notes: Table shows coefficients from regressing an indicator for job appli-
cation on phone call treatment and eligibility for the reminder text message
treatment. Sample includes matches in the standard phone call treatment
arm, a reminder text message treatment which was randomized at the person-
round level, and the control group (mutually exclusive), from three matching
rounds during which the mechanism experiment was active. The phone call
control group jobseekers eligible for the “crossover” treatment are coded as
treated for the phone call treatment. The unit of observation is the jobseeker
× vacancy match. The regression includes stratification block fixed effects.
Heteroskedasticity-robust standard errors are shown in parentheses, clustered
by jobseeker.
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Table C.5, Column 1, shows the effect of the timing of the phone call made to the treatment
group. We randomize the order in which we call jobseekers for the phone call treatment, within
the application window between the text message job alert and the deadline for job applications.
If reminder effects explain our results, we expect that the treatment should have a stronger effect
for jobseekers called later within this window, as they will have had more time to forget to apply.
Instead, we find that the later the phone call made to the jobseeker, the smaller the treatment effect
on applications. This suggests that reminder effects do not explain our results.

Table C.5, Column 2, tests for heterogeneous treatment effects by the duration between the
job alert text message and the application deadline. This duration is not randomly assigned, but
varies due to logistical factors such as the number of call center agents on staff at the time of the
matching round. We interact the duration of this window with treatment, controlling for quarter
fixed effects to address variation over time in these logistical factors. Table C.5, Column 2 shows
the results. If reminder effects explained our results, we would expect treatment to have a larger
effect when there is a longer application window, as jobseekers will have had more time to forget
to apply. The results show that treatment has a smaller effect when the window is longer, again
suggesting reminder effects do not explain our results.

Table C.5: Mechanism Analysis: Treatment Effects on Applications by Timing of Phone Call and
Length of Application Window

Apply

(1) (2)

Phone call treatment 0.01379 0.01616
(0.00090) (0.00100)

Phone call treatment × Days between job alert and first call assigned to jobseeker -0.00018
(0.00010)

Days between job alert and deadline 0.00005
(0.00002)

Phone call treatment × Days between job alert and deadline -0.00072
(0.00004)

# matches 1116952 1005463
# jobseekers 9831 9011
Mean outcome | T = 0 0.00185 0.00135
Round FE Yes No
Quarter FE No Yes
Notes: Column (1) shows coefficients from regressing an indicator for job application on phone call treatment and its interaction
with days between job alert and first call assigned to the jobseeker. This variable is coded as zero for jobseekers in the control
group. Column (2) shows coefficients from regressing an indicator for job application on phone call treatment, days between job
alert and deadline, and the interaction of phone call treatment and days between job alert and deadline. The sample size varies
as the records of deadlines were lost from some early matching rounds. All regressions include stratification block fixed effects.
The unit of observation is the jobseeker × vacancy. Heteroskedasticity-robust standard errors are shown in parentheses, clustered
by the jobseeker.
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C.6 Pressure and Encouragement to Apply

Here we show results for the mechanism analysis relating to pressure and encouragement described
in Section 4.5. Figure C.8) shows the proportion of applications that are directed to the first vacancy
listed on the phone call versus later vacancies listed. If pressure were responsible for the main
treatment effects on applications, we would expect to see treatment group jobseekers applying to
the first vacancy listed on the call at a higher rate than control group jobseekers. Instead, 31%
of applications go to the first vacancy listed on the call in both the treatment and control groups.
To help contextualize this result, we note that 22% of all vacancies are listed first on the call. So
jobseekers are disproportionately likely to apply to first-listed vacancies, but this pattern does not
differ between treated and control jobseekers.

Figure C.8: Proportion of Applications by Order in which Vacancies are Listed
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Notes: This figure shows the proportion of applications that jobseekers make to the first vacancy men-
tioned on the call versus vacancies mentioned second or later on the call. Sample consists of all ap-
plications (jobseeker × vacancy matches in which Apply = 1) in person-rounds in which the jobseeker
receives at least two matches.
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C.7 Differential Information Receipt

Here we show evidence that our main findings are unlikely to be explained by treatment group
jobseekers receiving more information about matches than control group jobseekers.

Section 5.1 asked if treatment group jobseekers might acquire more information about va-
cancies by asking call center agents for more information during calls. To test this, we estimate
treatment effects using only matching rounds where the call center agents had access to no addi-
tional information about the vacancies. This covers 80% of matching rounds containing 72% of all
matches. Table C.6 shows that our key findings still hold in this test: treatment increases the appli-
cation rate by more than 600% and we cannot reject equal returns for marginal and inframarginal
applications.

Section 5.1 also asked if the phone call treatment might increase application rates because
jobseekers were more likely to receive phone calls than text messages. To test this, we survey
respondents and ask if they have received matches by phone call and/or text message in the previous
14 or 30 days (recall period randomized). Table C.7 shows treatment effects on respondents’
reports of receiving information about job matches. Column (1) shows that treated jobseekers are
not more likely to report receiving a match. Column (2) shows that the same pattern holds when
we use the selection correction method described in Section B.6.

Most jobseekers were not actually sent matches in the last 14 or 30 days, because they match to
an average of less than one vacancy per matching round. This explains why the control group mean
for reporting receiving matches is only 39%. To account for this pattern, we estimate treatment
effects on reporting receiving matches controlling for actually being sent a match in at least one of
the last two matching rounds. Columns (3) and (4) show that these treatment effects remain close
to zero. They also show that jobseekers sent matches are 26 percentage points more likely to report
receiving matches, a reassuring check on the quality of the survey data.38

38We do not expect 100% of jobseekers sent matches in the last two matching rounds to report receiving them, for
two reasons. First, the recall periods cover 14 or 30 days before the survey, while the two matching rounds cover
roughly 60 days on average. Second, some measurement error in recall is natural, either because jobseekers forget
they received matches (and hence underreport receiving matches) or because they forget the exact date they received
them (which might lead to overreporting or underreporting receiving matches).
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Table C.6: Treatment Effects on Job Search & Search Returns Excluding Matching Rounds when
Call Center Agents had More Information About Vacancies

(1) (2) (3) (4) (5)
Apply Interview Int. × V Interview Int. × V

Phone call treatment 0.01739 0.00083 0.00303
(0.00097) (0.00009) (0.00038)

Apply 0.04767 0.17435
(0.00433) (0.01764)

# matches 801922 801922 801922 801922 801922
# jobseekers 9603 9603 9603 9603 9603
Mean outcome | T = 0 0.00208 0.00008 0.00030 0.00008 0.00030
Mean outcome | T = 0, Apply = 1 0.03708 0.14428
p: IV effect = mean | T = 0, Apply = 1 0.18247 0.35332
IV strength test: F-stat 320.1 320.1
IV strength test: p-value 0.00000 0.00000
Notes: This table repeats the analysis reported in Table 3 excluding the 20% of matching rounds when the
call center agents had more information available about each vacancy and could provide that information to
jobseekers. The results show that returns to marginal applications are still roughly constant when jobseekers
cannot use the phone calls to get more information about the vacancies.
spacer Column 1 shows the coefficient from regressing an indicator for job application on treatment as-
signment. Column 2 shows the coefficient from regressing an indicator for interview invitation on treatment
assignment. Column 3 shows the coefficient from regressing an indicator for interview invitation weighted
by a proxy index for the value of the vacancy to the jobseeker, Vvm, on treatment assignment. Column 4
shows the coefficient from regressing an indicator for interview invitation on job application, instrumented
by treatment assignment. Column 5 shows the coefficient from regressing an indicator for interview invi-
tation weighted by the proxy index Vvm on job application, instrumented by treatment assignment. The
proxy index Vvm is an inverse covariance-weighted average (following Anderson 2008) constructed using
vacancy-level characteristics log salary and indicators for offering any non-salary benefits, below-median
working hours, and allowing flexible hours as well as indicators for the match-level characteristics of va-
cancy salary exceeding the jobseeker’s expected salary, below-median commuting distance, the jobseeker’s
educational specialization exactly matching the vacancy’s preference, and the jobseeker’s work experience
exactly matching the vacancy’s preference. Anderson-style indices, by construction, have zero means and
hence some negative values. But multiplying the interview invitation indicator by a negative value would
not produce sensible results. Hence we recenter the index so it has strictly positive values.
spacer All regressions use one observation per jobseeker × vacancy match, include stratification block
fixed effects, and use use heteroskedasticity-robust standard errors clustered by jobseeker, which are shown
in parentheses. The p-value is for a test of equality between the IV treatment effect and the mean interview
rate for control group applications. The first-stage F-statistic and p-value are for the test of weak identifica-
tion from Kleibergen & Paap (2006).
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Table C.7: Mechanism Analysis: Treatment Effects on Recalling Receiving Matches

Respondent reported receiving matches

(1) (2) (3) (4)

Phone call treatment -0.01533 0.00111 -0.00691 0.00373
(0.02357) (0.03499) (0.02277) (0.03302)

Platform sent match in last 2 rounds 0.25577 0.2597
(0.02085) (0.02175)

# jobseekers 2177 14069 2177 14069
# responses | T = 0 978 978 978 978
# responses | T = 1 1199 1199 1199 1199
Mean outcome | T = 0 0.38753 0.38753 0.38753 0.38753
IV strength test: F-stat 57.845 70.838
IV strength test: p-value 0.000 0.000
Adjusted for non-response No Yes No Yes
Notes: This table shows treatment effects on the probability that respondents report receiving
matches from the platform from either a phone call or a text message. The recall period is ran-
domized to 14 or 30 days. All jobseekers who responded to the survey were asked these questions,
even if the platform did send them a recent match. Each outcome is regressed on an indicator for
treatment assignment, an indicator for a 30-day recall period, and stratification block fixed effects.
Even-numbered columns include selection adjustment terms for survey non-response described in
Section B.6, following DiNardo et al. (2021). The first-stage F-statistics jointly test the strength
of the four excluded instruments. The regressions in columns (3) and (4) control for an indicator
equal to one if the platform sent a match to the jobseeker in the last 2 rounds, which cover roughly
2 months. Standard errors shown in parentheses. For columns without non-response adjustments,
these are heteroskedasticity-robust and clustered by jobseeker. For columns with non-response
adjustments, these are estimated using 500 iterations of a nonparametric bootstrap, clustered by
jobseeker. The unit of observation is a survey response, as some jobseekers were surveyed twice,
which explains why the sample sizes in columns (2) and (4) are larger than the number of jobseek-
ers in the study. Only 0.6% of jobseekers complete two surveys.
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C.8 Beliefs about Returns To Search on the Platform

Section 5.2 introduced the possibility that treatment shifts application rates by changing jobseek-
ers’ beliefs about returns to search on the platform. We directly test if the phone call treatment
shifts beliefs about P and V by surveying jobseekers. We ask: ‘Suppose Job Talash sends you
one hundred job ads in the next year. Based on your past experience with our job matching service,
how many of these jobs do you think would be desirable for you?” and “Suppose you apply for
all of these job that you think are desirable. How many do you think would make you an offer?”39

We use a jobseeker-level version of equation (1) to estimate treatment effects on these two belief
measures. Table C.8 shows that treatment does not shift jobseekers’ answers to either of these
questions. Jobseekers in the control group on average think that they will receive an offer from
43% of jobs they are interested in; the phone call treatment increases this by 1 percentage point
(standard error 1.8). Jobseekers in the control group on average think that 32% of the vacancies
on the platform would be desirable for them; the phone call treatment decreases this by 0.5 p.p.
(standard error 1.6). The even-numbered columns show that results are similar when we adjust for
survey non-response using the same method described in Appendix B.6. The survey data show
that treatment does not increase respondents’ perceptions of the average values of V or P on the
platform, and hence cannot explain the treatment effect on applications.

Table C.8: Mechanism Analysis: Beliefs About Potential Returns to Search on Job Talash Platform
% desirable jobs respondent

believes would make an offer (P)
% of jobs respondent
believes desirable (V)

(1) (2) (3) (4)
Phone call treatment -0.01082 -0.02583 -0.00662 0.00164

(0.01775) (0.02089) (0.01593) (0.01861)
# jobseekers 2003 9483 2081 9483
# jobseekers answered | T = 0 1191 1191 1238 1238
# jobseekers answered | T = 1 812 812 843 843
Mean outcome | T = 0 0.42681 0.42681 0.31339 0.31339
Adjusted for non-response No Yes No Yes
IV strength test: F-stat 145.679 140.017
IV strength test: p-value 0.000 0.000
Notes: This table shows treatment effects on beliefs collected as part of jobseeker followup surveys. Each outcome
is regressed on an indicator for treatment assignment and stratification block fixed effects. Columns (2) and (4)
include selection adjustment terms for survey non-response as described in Section B.6, following DiNardo et al.
(2021). The unit of observation is the jobseeker. The first-stage F-statistics jointly test the strength of the four
excluded instruments. Standard errors shown in parentheses. For columns without non-response adjustments,
these are heteroskedasticity-robust. For columns with non-response adjustments, these are estimated using 500
iterations of a nonparametric bootstrap.

39We measure beliefs about offer probabilities for jobs to which the respondent would consider applying, because
shifting beliefs about P for jobs the jobseeker would not consider should not influence their application decisions.
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C.9 Returns to Random Search

Table C.9 shows the treatment effects of listing a vacancy first during the application phone call and
hence encouraging applications to randomly chosen vacancies, discussed in Section 5.3. Listing
the vacancy first substantially increases the application rate (column 1) but produces decreasing
returns to search (columns 4 and 5) that are not statistically significantly different to zero.

Table C.9: Treatment Effects of Lowering Cost of Applying to Randomly Chosen Vacancies

(1) (2) (3) (4) (5)
Apply Interview Int. × Vvm Interview Int. × Vvm

Vacancy listed first in batch on phone call 0.00440 0.00011 0.00042
(0.00065) (0.00009) (0.00033)

Apply 0.02437 0.09491
(0.02052) (0.07590)

# matches 938,284 938,284 938,284 938,284 938,284
# jobseekers 9255 9255 9255 9255 9255
# vacancies 1317 1317 1317 1317 1317
Mean outcome | T = 0 0.00627 0.00039 0.00143 0.00039 0.00143
Mean outcome | T = 0, Apply = 1 0.06287 0.22851
p: IV effect = mean | T = 0, Apply = 1 0.07675 0.10859
IV strength test: F-stat 45.17 45.17
IV strength test: p-value 0.00000 0.00000
Notes: This table shows the effect of varying the relative marginal cost of applying to an individual vacancy within
a round, by changing the order in which vacancies are listed on the application phone call. Column 1 shows the
coefficient from regressing an indicator for job application on an indicator equal to 1 for a vacancy that is listed first
in the call to the jobseeker during the round and 0 otherwise. Column 2 shows the coefficient from regressing an
indicator for interview invitation on an indicator for vacancy listed first in the call. Column 3 shows the coefficient
from regressing an indicator for interview invitation weighted by a proxy index for the value of the vacancy to the
jobseeker, Vvm, on an indicator for vacancy listed first in the call. Column 4 shows the coefficient from regressing
an indicator for interview invitation on job application, instrumented by vacancy listed first on the call. Column 5
shows the coefficient from regressing an indicator for interview invitation weighted by the proxy index for Vvm on
job application, and instrumented by vacancy listed first on the call. See the note below Table 3 for a definition of
Vvm. The p-value is for a test of equality between the IV treatment effect and the mean interview rate for control
group applications. The first-stage F-statistic and p-value are for the test of weak identification from Kleibergen &
Paap (2006). All columns: The sample is restricted to jobseeker- rounds with ≥ 2 matches, which includes 84% of all
matches in the full sample. For the first part of the study, vacancy order was not fully randomized and varied by the first
digit of the firm ID and subsequently. For the remainder of the study, vacancy order was randomized within the sets of
high- and low-priority matches for the jobseeker based on relevant experience. As a result, all these regressions control
for the first digit of firm ID and its interaction with the time period when job order was/was not randomized. The unit
of observation is the jobseeker × vacancy match. Heteroskedasticity-robust standard errors are shown in parentheses,
with two-way clustering by the jobseeker and vacancy. Mean outcomes are for the control group, i.e. vacancies listed
second or later on the telephone call. The proportion of applications submitted to the first vacancy is 0.31.
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D Additional Analysis on Spillovers

Figure D.1: Variation in Treatment Rate Between Vacancies

Panel A: Density of Vacancy-Level Treatment Rate
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Panel B: Mean of Vacancy-Level Treatment Rate by Number of Matches
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Notes: This figure shows the variation between vacancies in the fraction of matched jobseekers who
are treated. This variation is used to identify the spillovers analysis in Section 6. Panel A shows the
density of treatment rates at the vacancy level. Panel B shows the results from a local linear regression of
vacancy-level treatment rate against the number of jobseekers matched to each vacancy (solid blue line).
This panel demonstrates that the vacancy-level treatment rate is not systematically related to vacancy
size. It also shows the density of vacancy size (dashed red line) to illustrate the available variation.
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Figure D.2: Relationship between Vacancy-Level Treatment Effects on Interviews and Treatment
Rates
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Notes: Figure shows the relationship between vacancy-level treatment effects on interviews and treat-
ment rates, as a test for spillover effects on interview invitations. The figure is constructed by estimating
the treatment effect on interview invitations separately for each of the 1,340 vacancies, estimating the
share of jobseekers matched to each vacancy who are treated, and then regressing the former quantity on
the latter using local linear regression. The dashed lines show 95% confidence intervals. The relatively
flat slope of this regression is evidence against spillover effects: it shows that jobseekers’ treatment
effects on interviews do not depend on the share of other jobseekers matched to the vacancy who are
treated, even though a higher treatment rate leads to more applications.
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Table D.1: Descriptive Analysis of Application-Interview Relationship at the Vacancy Level

# applications # interviews Any interview

(1) (2) (3) (4) (5) (6)
# matches 0.01254 -0.00000 0.00001 -0.00012 -0.00003 -0.00003

(0.00285) (0.00013) (0.00038) (0.00014) (0.00003) (0.00003)
Treatment rate 14.38843

(6.94709)
# applications 0.01336 0.01215 0.00102

(0.00429) (0.02937) (0.00115)
# applications: mid tercile 0.28726 0.09396

(0.05329) (0.02173)
# applications: top tercile 0.73644 0.06900

(0.14354) (0.02610)
Outcome mean 6.77629 0.38852 0.38852 0.38852 0.12528 0.12528
IV strength test: F-stat 4.290
IV strength test: p-value 0.039
p: terciles equal 0.000 0.000
# vacancies 1340 1340 1340 1340 1340 1340

Notes: This table shows the relationship between the number of applications and interviews at the vacancy
level, to contextualize the spillovers analysis in Section 6. Column (1) shows that vacancies get more
applications if they are matched to more jobseekers and if more of these jobseekers are treated. Column
(2) shows that vacancies that get more applications issue more interview invitations. Column (3) shows that
the positive relationship between applications and interviews persists when we instrument the number of
applications with the fraction of matched jobseekers who are treated, although the instrument is relatively
weak and the second stage estimate is imprecise. Column (4) replicates column (2) but replaces the number
of interviews with indicators for the middle and top terciles of the number of applications. Columns (5) and
(6) replicate columns (2) and (4) but replace the number of interviews with an indicator for conducting any
interviews as an outcome. Columns (2) and (4) - (6) provide non-experimental evidence against congestion
effects: when the number of applications gets very high, firms do not issue fewer interview invitations
or decline to interview any applicants. All regressions condition on firm size and sector and on vacancy
occupation, salary, education and experience requirements, and number of matched jobseekers. The unit of
observation is the vacancy. Heteroskedasticity-robust standard errors shown in parentheses.
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