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Abstract

Public works are one of the most popular safetyanetemployment policy instruments in the

developing world, despite limited evidence on tleffectiveness and optimal design features.
This paper presents results on contemporaneoysaatigprogram impacts from a public works

intervention in Cote d’lvoire. The program providédnonths of temporary employment in

road maintenance to urban youths. Participantsssédicted to apply for the public works jobs,

which paid the formal minimum wage and were randethiiamong applicants. Randomized
sub-sets of beneficiaries also received complemetri@Ening on basic entrepreneurship or job
search skills. During the program, results showtéoh contemporaneous impacts of public
works on the level of employment, but a shift ie tomposition of employment towards the
better-paid public works wage jobs. A year aftex émd of the program, there are no lasting
impacts on the level or composition of employmatthough positive impacts are observed on
earnings through higher productivity in non-agriatal self-employment. Large heterogeneity
in impacts are found, particularly during the peogr Results from machine learning

techniques suggest potential trade-offs betweenimzixg contemporaneous and post-
program impacts. Traditional heterogeneity analgbisws that a range of practical targeting
mechanisms perform as well as the machine learbegchmark, leading to stronger

contemporaneous and post-program benefits withtarpstrade-offs. Overall, departing from

self-targeting based on the formal minimum wage l/dead to strong improvements in

program cost-effectiveness.
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1 Introduction

Public works programs are an important componetit@fpolicy portfolio of decision makers

trying to address the social challenges of undeleyngent and poverty. Under such programs,
the government offers temporary employment, typia@munerated at the minimum wage or
below, for the creation of public goods, such a&lror infrastructure. Unlike welfare programs,
such as cash transfers, public works programsferaaash to their beneficiaries conditional on

their meeting work requirements.

There are different types of public works prograB@me are employment guarantee schemes
that offer participants a number of days of emplegmon demand each year and have as
primary objective to provide social insurance fog poor. For example, the Mahatma Gandhi
National Rural Employment Guarantee program (MGNRIE® India guarantees 100 days of
work per year per household to all rural househ@lth members willing to do unskilled

manual labor at the statutory minimum wage.

Other programs are implemented to address tempshargks, such as those induced by an
economic downturn, a climatic shock or period aflent conflict, and primarily aim to offer
mass public employment as a stabilization instrumEmey also include programs that provide
temporary employment during the lean agricultuegls®n, to address underemployment and
seasonality in agriculture, as well as help houllshdeal with the incidence of shocks and
transient poverty. In Sub-Saharan Africa, our cenitethis paper, labor-intensive public works
programs have often been adopted in response riei¢rd negative shocks such as those
induced by climatic shocks or episodes of violemtflicts. These programs typically offer

temporary employment (for a few months), at theiminm wage or below.

While traditional welfare programs, such as uncbodal cash transfers, could also be used to
support the poor and most vulnerable, public wedgpams are often claimed to have a variety
of advantages. First, while both “workfare” and faet programs can transfer cash to the poor,
workfare programs also contribute to the creatigpublic assets (e.g. better roads) which may
benefit the broader community. This argument istipaarly relevant in contexts where

physical infrastructure was destroyed or damageahasutcome of the crisis the programs are

aiming to address (e.g. climatic shocks or viotmntflict).

Also, “workfare” programs, through skill developmeor the signaling value of prior work
experience, may increase the future employabilitymductivity of the participants. This
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benefit can be potentially further improved upowereif at a higher cost, by adding some
complementary productive interventions, such asngavfacilitation or training, to the work

experience.

Another advantage of workfare programs, as highdidtby Besley and Coate (1992), is that
they can solve the difficult problem of efficientigrgeting who should be the beneficiaries for
the transfers. Indeed, the appropriate targetingoafal protections programs is particularly
complex in lower income countries because of a laickobust data, challenges to identify
beneficiaries at the bottom of the welfare disttidn, as well as weak systems and institutions,
leading to potential errors of inclusion or exctusi Public works programs are appealing as
they may in theory solve this problem through satgeting, in that only the poor would be

willing to supply labor in these programs at thetesti (low) wage.

Also, and patrticularly relevant to post-conflicveonments, engaging beneficiaries in work-
for-cash rather than simply handing out cash magraip as a social stabilization tool. This
might operate through an incapacitation effect:etispent working may displace socially
disruptive activities such as crime. Moreover, wagken if unpleasant, may improve well-
being, self-esteem, and overall mental healtht @fseon-cognitive assets that may also help

beneficiaries become more productively employed.

Finally, even though more mundane, another advarségublic work programs compared to
traditional welfare programs is that they are ofpetitically more acceptable and sustainable.
Political preferences for workfare programs aremfinked to (valid or not) concerns about
welfare dependency (and how unconditional transfeay disincentive work) as well as a

desire to generate immediate visible improvemeneniployment conditions.

In this paper, we present the results of a randethcontrol trial designed to assess both the
contemporaneous (i.e. during the program) and pagjram (i.e. a year after program
completion) impacts of public work programs. Thetipalar public works program we
evaluate was implemented by the Cote d’lvoire gonent in the aftermath of the post-
electoral crisis that hit the country in 2010/204aad was funded by an emergency loan from
the World Bank. The stated objective of the prognaas to improve access to temporary
employment opportunities among lower-skilled yoy®§-30) men and women in urban or
semi-urban areas that were unemployed or undergeugbl@as well as to develop the skills of

the program participants through work experienak@mplementary training.



In particular, participants in the public works gram were employed for a period of 7 months
to rehabilitate and clean road infrastructure asrmdunerated at the statutory minimum daily
wage, corresponding to about $5 per day (FCFA 25proximately $110 per month (FCFA
55 000). Program participants were required tokwdhours per day, 5 days per week. The
road maintenance work, carried out in “brigadesabbut 25 youths with a supervisor, was
implemented by the National Roads Agency (AGEROUa]) supervised by BCPEinder
the Ministry of Labor and Social Affairs.

All young men and women in the required age ramgkrasiding in one of 16 urban localities
in Cote d’lvoire were eligible to apply to the pragh. Because the number of applicants
outstripped supply in each locality, fair access Wwased on a public lottery, setting the stage
for a robust causal evaluation of the impacts efgtogram. In addition, a randomized sub-set
of beneficiaries were also offered (i) basic emeepurship training to facilitate set-up of new
household enterprises and entry into self-employnan(ii) training in job search skills and
sensitization on wage employment opportunitiesatolifate access to wage jobs (e.g. help in

identifying wage job opportunities, CV productiamterview skills, etc.).

In addition to a baseline survey of program applisawe carried rich surveys of youth in the
treatments and control groups both during the pnogf4 or 5 months after the program had
started) as well 12 to 15 months after program detigm to capture any post-program effects

of participation.

Our analysis of contemporaneous effects demonsttiaét the program had limited impacts on
the level of employment, mostly inducing shiftdlie composition of employment. Reflecting
limited unemployment and a high concentration ef éictive population in low-productivity
occupations, 86 percent of the control group wasking 4 to 5 months after the lottery took
place, compared to 98 percent of those assigniw imtervention. Moreover, the program did
not substantially raise hours worked, with meanrbaworked at about 41 hours in the control
group compared to 44 hours for those assignedettrdfatment. The value of the program for
the modal applicant was therefore not as a wagtapme unemployment but more as a way to
escape under-employment in low-paying informahatotis: monthly earning are about FCFA
20,000 higher in the treatment groups, from a lwddeCFA 60,000 in the control group. So,
while the program managed to lift earnings, foregearnings are quantitatively important,

with only about 40 percent of the transfer tramstainto earnings gain.

1 Coordination Office for Employment Programs (« Bureau de Coordination des Programmes Emploi »)
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These results strongly suggest that self-targdiamed on the formal minimum wage did not
succeed in this context in getting only the mosinetable (e.g. those without outside
employment opportunities) to benefit from the peogr A couple of factors likely explain this
failure of self-targeting. First, a job that pay® tstatutory minimum wage could still be of
appeal to many in an environment where informal leympent and self-employment are
rampant. Second, because the work was only 6 lpmrrglay, many applicants with outside
employment opportunities, especially those thavalior more flexible hours, would still see
value in applying for the public works program heyt could combine it with other activities.
Finally, while the unpleasant nature of the workynhave discouraged some, it is unclear
whether this work is more unpleasant than mostméb activities. In fact, positive effects on
overall well-being and behavioral skills are alearid in the short term.

Twelve to 15 months after program completion, npacts are observed either on the level
(employment or hours worked) or on composition ofpyment (salaried work vs. self-
employment). However, we do observe sustained ipesiimpacts on earnings
(FCFA 5,622 or $11 per month, a 11.6 percent irsr@@ampared to the control group), mainly
stemming from non-agricultural self-employment atigs. These sustained impacts are
mostly driven by youths who were assigned to thelipuworks and complementary basic

entrepreneurship training.

Based on these estimates of direct earnings impacteouths, and given rich data we have
collected on program costs, we conclude the putidks program under its current form is far
from cost-effective, with cost per participant lgpatbout 3 times the estimated benefit.

While our results suggest that self-targeting bamethe formal minimum wage failed in this
context, it is possible that better targeting ciitemay have resulted in improved cost-
effectiveness. This is the issue we address img@hmining sections of the paper, where we

study heterogeneity of program effects, both dutirgprogram and post-program.

First, using recent machine learning techniquefiéitand Imbens 2016, Wager and Athey
2016), and relying on the very rich data collecéebtaseline about each program applicant, we
estimate the heterogeneity of program effects dating and after the program. This analysis
confirms large differences in predicted impact®asivarious groups of program participants,
especially during the program. In particular, tverage predicted impact on earnings in the
short-term in the upper quartile of the predictegpact distribution is over FCFA 28,000,

compared to 9,900 in the lower quartile. Also, élverage predicted post-program impact on



earnings in the upper quartile of the predicted antpdistribution is over FCFA 8,000,

compared to 1,475 in the lower quartile.

While these results suggest that the program éffawss, both in the short-term and the long-
term, could be improved through better targetihgytalso highlight the difficulty in improving

contemporaneous and post-program impacts at the sar®: program participants that benefit
most during the program are not systematicallyahbat benefit most after the program has

ended.

However, an analysis of the distribution of preelittcontemporaneous and post-program
impacts does reveal the existence of some comnrgetiag dimensions that may improve
effectiveness without sharp trade-offs. Compardtiédoenchmark scenario with self-targeting
based on the formal minimum wage, the cost-effeatgs ratio would improve from 3.2 to
between 1.58 and 1.98 based on finer program taggstich as selecting youths with low
predicted baseline earnings, self-selection based twer offered wage, targeting women
only, or targeting based on self-declared baselamaings. While the analysis cannot decisively
indicate which targeting scenario would maximizestegffectiveness given the confidence
intervals around the impact estimates, it does ligigh strong improvements in cost-

effectiveness when departing from self-targetinglgdased on the formal minimum wage.



2 Framework

The primary objective of workfare programs is to\pde income support through temporary
jobs. Beyond this short-term goal contemporaneaushé program, another objective is
sometimes to facilitate transitions to more proohgsthigher-earnings occupations after the
program. Several potential channels can contritiuseich longer-term objectives, for instance
the ability to save and invest in ongoing or newéees, or the opportunity to develop skills

valued in the labor market.

2.1 Contemporaneous Impacts in the Short Term

Targeting is a key design feature of social safetls programs seeking to provide income-
support in the short term. It is a general issa¢ ¢éach transfer program faces. The specificity
of workfare programs is that participants typicaff-select into the program. This is a major
difference compared to transfer programs, whicarofielect participants based on a screening
procedure such as a proxy-means test or a paticyjpaommunity targeting approach. The
mechanism through which workfare programs addtesselection problem is to ask for hours
of work in exchange for the transfer. This mechartss several well-known implications. The
first one is the self-selection mechanism: onlyeptial participants for whom the utility level

in the program, accounting for earnings and digytf work, is larger than their current utility
level should participate. The second important iogpion is that there are forgone earnings
when participating in the program: the time papieits spend in the program cannot be used
for work on regular activities. Thus the contemp@@us program impact on earnings is the
difference between transfers to the participantsfargone earnings. Another consequence is
that the impact of participation on income in thers term is heterogeneous and depends on
participants’ alternative economic opportunitiesygll as the extent to which they are able to
keep operating these activities while in the progrA reasonable expectation is that the impact
is almost zero for the ‘marginal’ participant. Qretother hand, the impact should reach the
amount of the transfer for those whose income wbakk been zero without the program. In
this context, the average contemporaneous prograpadt on self-selected participants



depends on the distribution of individual impacterthe population, and is typically smaller

than the transfer from the program.

The following simple model helps formalizing thedeas. Assume for example that earnings
for a program participant ai€, = wy,h,. This is a lump sum. There are fixed hours to work
the program, with no part-time participation possilhetW; (h) capture participants' earnings
for h hours of work on other activities while in the gram and leh; be the number of hours
participants can spend on these activities whikbénprogram. Lel/,(h) capture earnings for

h hours of work absent the program andbe the number of hours participants would have
spent on these activities absent the program.mbadt of the program on earnings in the short

term is therefore
Impact(Income) = Wy, + Epgre (Wi (hy) — Wy(ho)) = Wy, — Epare (Wo(ho) — Wi(hy))

where Ep,,+ means expectation on participants. It is thusediffit from the direct transfer
received from the program by the amount of forgeamings W, (h,) — W;(h,).
Similarly the impact on the number of hours of waskdifferent from hours spent in the

program
Impact(hours) = hy + Epgre(hy — ho) = hy — Epgre(ho — 1)
A standard ratio to assess the capacity of theranogo increase earnings is the ratio of

contemporaneous program impact on income to theagegeincome of participants in the

control group during the program.

Wy + Epare (Wl(hl) - Wo(ho))
EPart (WO (ho))

One interesting parameter to add is the ratio@ttintemporaneous program impact on income

to the actual transfer:

A= VVP - EPart(WO(hO) - Wl(h1))




In this context, one of the key empirical questiona given program is the extent to which
hours of work and earnings change due to particpan the program. What are the changes
in the portfolio of activities of program participiz? Are there substantial changes in hours

worked? Are there changes in income during thenara@

2.2 Heterogeneity in contemporaneous program impacts

Assuming for a moment that only earnings during gh@gram matter for participation, the
basic idea of workfare as a selection device isghgicipants will self-select into the program.
Hours of work are determined by participants segkm maximize their utility. Assuming
earning functions have the same fdim(h) = W,(h) = w = h and that there is an increasing
convex disutility of efforc(h), there is an optimal number of hours of wagkw), leading to

a maximum utility level absent the prograg(w) = w * hy(w) — c(ho(w)). In such a simple
setting, there is a threshold in earninggthat is supposedly lower than,) such that fow <

w, ho(w) < hy,. It can be shown that in such a cdséw) = 0, and that the utility level
increases: for potential participants with very femtside employment opportunities, program
participation would lead to an increase in the nemdf hours, in earnings and in the utility
level. For example, if we consider people who hawyemployment opportunityy = 0, hours

of work and earnings absent the program would be ze such a case, the impact of program
participation on hours and earnings would be aremse by respectivehky, andw,, = h,,. For
individuals with intermediate opportunitiés,< w < w,, the total number of hours does not
change:h, (w) = ho(w) — h,, but the utility level increaség (w) = Vo(w) + (w, — w)h,,.
Last, forw > w,, the program does not improve the utility level &merefore individuals would

not participate.

This simple setting could be adapted to accourddweral important practical aspects of public
works program. For example, there could be a fizest of participation due to the cost of
accommodation, or specific disutility for the typéwork required by the program, or lost

earnings due to transportation costs to the wdés setc. Notice that, as is well-known, there
might be cases when income effects imply that @nogparticipation would actually reduce the
numbers of hours worked. A general result rematositemporaneous program impacts on
income and utility are heterogeneous in the pomrafThere are ‘marginal’ participants for

whom employment opportunities are large enough tfmm to be indifferent between
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participating or not. On the other hand, thereadiner participants with very few opportunities

for whom contemporaneous program impacts are eg@eoctbe very large.

It is therefore critical to understand the heteregey of impacts in public works program. We
address this issue in this paper by assessing aitisigre is evidence of heterogeneous program

impacts on employment, hours worked and earningsgithe program.

Notice that assuming a disutility of woek(h) = ¢;h? /2 for individuali, it is possible to show
that the intervention is rank preserving for hownked. This is also the case for earnings if
we assume thaw; is the only source of heterogeneity, and thus thsutility of work is
homogeneouscf = c). However, if there is also heterogeneityinthere is no reason for the
rank of individuals in the earning distribution lbe the same with and without the program.
This is important as rank preservation is a propét helps in the identification of the variance

of the program impacts.

2.3 Targeting

Targeting is a question related to heterogeneisgufne productivityw) is the only source of
heterogeneity and that the social planner seeksaximize the average income of a target
population? Are there different assignment mechanisms thatavioyprove the average impact

on utility or earnings? A first idea is to change tharacteristics of the workfare contract. Let
Iy(w) stands for Wy(ho(w)) andly(w) = hy, * wy, + Wy (hy(W)) = hy, * wy, + (ho(w) —
hp) *w * 1,531 Assuming the program is made available to evetyto the population, the

average impact on income becomes

Sp) = [ (i) = o fGwraw

W<Wp

= f [hy * wy + (hoW) — hp) * W * Lpysim — w * ho(W)]f (W)dw

2 It is more common to consider that the social planner seeks to maximize well-being. We consider earnings
here to make the link with the empirical section.
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Given the apparent ‘waste’ due to participantsfbom the marginal impact is zero, a natural
idea would be to reduce the contract wage. Howelies,would be ineffective since for the
marginal applicant the program effect would renzro. A marginal reduction in the wagg
would actually reduce the impact on average incaoegsponding to the related reduction in
income for each participant (there is no contrimutof the newly selected out participants for

whom the impact of the program is zero):
S'(wp) = hy * F(wp).
However the program is generally not availablevergbody in the population. Assume that

there is oversubscription. One selection mechamssio randomly assign applicants to the

program until the budget constraint is reached. durplus in such a case would write instead

Sr(wp) = 15(wy)
with 4 such that F(w,)w, * h, = M, andM the budget available for the program.

In such a case, reducing the program wage andasiog the share of applicants to meet the
budget requirement would have an ambiguous effacthe average impact on earnings.
Straightforward computations show the change instivelus due to a marginal changesin

would be:

wpf (Wp) + F (wp)
wp * F(wp)

Sr(wp) = 4 (hy * F(wp) = S(wp)

A reduction in the wager, would not lead to a reduction as strong as irféh@er case. The
expression also shows that there might actuallame®ptimum wage level. Notice that the

formula can be rewritten as:
S;(Wp) = A% hy * F(Wp) * (1= Al + wy,f(wy|application)))

whereA is the ratio of the program impact on income ® dlotual transfer previously defined

andf (wy|application) is the applicants’ density of the productivityétat the program wage
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rate, i.e. for the marginal applicant. This formatauld be of some help to appreciate whether

the derivative of the criterion with respect to tixi@ge rate is positive or negative.

Another potential assignment mechanism would beatmlomly assign individuals to the
program with different probabilities depending am characteristie, for instance proxies
for their productivity or outside opportunities. dhassignment probability would be a

function A(x). Assume that the objective is to maximize the pgogimpact on income
S(wy, 4) = F(wy,) [(IL,(w) — Iyw)) f(w, x|w < wy,)A(x)dwdx

It is clear from the computation above that thevitial gainl; (w) — I,(w) is decreasing
inw. If the productivity level can be observeldx) would only depend ow and an obvious
choice for the functioi(w) is to select individuals with the highest potentigpact on income.
For the same budget constraint, the best allocatmrid be to select participants with the least
opportunities outside the program. Ligtbe the maximum productivity level consistent with
full assignment and the budget constr&iG¥)w,h, = M. The assignment mechanism

achieving the largest impact would be:
AW) = Lpy<w-

It would allow to reach the largest contemporangmogram impacts:
S=| (o)~ ) wdw
(Ww<w)

It can easily be shown théi;;(wp) < §. This leads to the conclusion that although chamgi

contract features such as changing the wageight lead to an improvement (keeping in mind
it is hard to tell in which direction to adjusthet realized surplus will always be below the
surplus obtained through a direct selection ofeéhfos whom the impact of the program is the

largest.

3 Similar formulas could also be derived for the number of hours hp in the program.
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Finally, if w is not fully observed but one can make a predictibthe impact at individual

level (based ow), then we can consider assigning individuals basethat predicted impact:
S(WP,A) = F(wp) j E(L,(w) — Iyw)|x,w < Wp)f(x|w < Wp)l(x)dx

Assignment can be based gr= E(I;(w) — [,(w)|x,w < Wp). It is then possible to proceed
as before and first assign individuals with thehlest predicted impact on earnings until the
budget constraint is saturated. The accuracy optbkdiction is clearly a key element in the

performance of the assignment mechanism.

When defining an assignment mechanism, it is ingmarto keep in mind that the mechanism
is known to potential participants, so that they o@ake participation decisions. Participation
in the program requires that the expected gain fsarticipation is positive. If we consider that
applying costs an amoupiw, x) (for example time to go to the registration offitiene to
enroll and to participate in the selection procasd some related forgone earnings), the

participation rule becomes:
AVL(w) + (1= 200)Vo(w) — x(w, x) > Vo(w) & Vi(w) = Vo(w) > x(w, x)/A(x)

Changing the assignment rule is likely to changedaracteristics of the marginal applicant,

unless there is no cost of applicafion

2.4 Other aspects of the analysis of contemporaneousq@ram impacts

Another important aspect of the analysis of cont@rapeous program impacts relates to use of

the transferred income. We would expect an incréassonsumption caused by program

4 Programs frequently only advertise the number of slots available. For example, in the case of the public works
program in Cote d'lvoire we discuss in the rest of the paper, the number of slots available in each locality for men
and women was known in advance. The program also initially introduced a fixed ratio of slots for women
compared to men. Changing the total number of slots available or the ratio of slots reserved to women is likely
to change expectation about A1 for men and women. In such a case, the decision to participate might be affected,
if applying is costly.
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participation and higher earnirtg3 he allocation of income between consumptionsaings

also affects post-program impacts. Indeed, thetiatidi income can be used to save or finance
investments like training or capital for income-grating activities. Youths may encounter
constraints to build up savings, and positive ineosimocks during the program may be
associated with savings accumulation. Savings cave tseveral potential post-program
benefits, including precautionary savings to absfutore shocks, or savings to finance

investments.

Finally, externalities are another important dimensf impacts during the program. Public
works programs are likely to have an impact oniggdnts themselves but also on people
around them. While externalities are challengingatllress empirically, it is nevertheless
possible to examine the impact of participationookE member of the household on other
members of the household. First, this might leadatoincrease in the contribution of
participants to expenses at the household levebr&k the participation of one member of the
household in the program might have an impact éwiies of other members of the household.
On the one hand, traditional income effects wonrgly a reduction in other members’ activity.
On the other hand, underemployed members of thdyfaould take on part of the forgone

activities of the participant (especially if shesnengaged in self-employment).

2.5 Post-program Impacts

A first-order question in the public works litereduis about the existence and size of post-
program impacts in the medium to long-term. A gmgvhumber of public works programs

also have the objective to facilitate youth’ trdiosi towards more productive occupations after
the program. There is little evidence in the litera on such long-term effects, although there
are several potential channels through which thmyldcunfold. First, the idea of return to

capital. Several experiments have proved that mettw capital can be very large for poor
households (for a review, see Blattman and Rals2045). Common instruments to make

capital available to youth have not proved vergdif/e, for instance micro credit. Transfers

5 Another question relates to the type of goods for which an increase in consumption should be expected. We
could expect that program participation first increases the consumption of goods needed to meet basic needs.
However, a common question when it comes to providing cash to young people is whether there are any
increase in consumption of temptation goods such as alcoholic beverage, drug or gambling.
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through public works programs are a way to helpvadite capital constraints for participants.

A related empirical issue is whether participatiopublic works affects savings

However, there are also other possible mechanismadrkfare interventions to have impacts
in the longer run. Usually, subsidized jobs arensea way to improve experience, skills and
productivity of participants. Raising their emplbylay increases the likelihood that they find
a wage job. This employment channel is anotheripiissfor the program to have an impact
in the long term. Lastly, we can think about bebealiaspects related to program participation.
It might be the case that youth do not perceivarfaial constraints but that they have biased
time preferences leading them to undervalue thiiatson in the future. It might be possible
that a program requiring youths to form work hablitse waking up each morning to go to

work, may induce lasting behavioral changes.

Finally, note that public works programs could alsve negative long-term impacts on
participants. Actually, this is a scenario that baen frequently considered. One channel for
such negative long term impacts relates to thenpiale'stigmatization’ of participants, i.e.
program participation sending negative signalfhtlabor market. Another possibility is that
the experience provided to participants throughpttogram is of little value or only enhances
skills which are not demanded in the regular laharket. Participants may also directly forgo
some activities, which may create a form of desionc of capital through program
participation. Potential participants might struggl day to day occupation requiring a lot of
search and connection. They could be tempted bietsy’ way to obtain earnings through a
temporary workfare job. However, doing so can iredilne loss of capital or connections which

might take time to rebuild after exiting the pragra

3 Empirical literature on workfare programs

Despite the popularity of public work programs sashthose implemented throughout much

of Africa, experimental evidence on their overdfeetiveness are limited (Subbarao et al.,

5 Notice, also, that it is possible that the program has a temporary impact in the medium run. It would be the
case if participants have been able to save part of the additional income due to the program but have been
unable to use it to start or expand income generating activities. Savings in such a case is mainly used to cope with
future income or expense shocks.

16



2013). Existing evidence mostly comes from quagieeixnental studies, and from a small

number of programs such as those from India orolpti

As indicated in the introduction, a particularlygortant design feature of workfare programs
is their traditional reliance on self-targeting rhagisms, dating back to Besley & Coates
(1992). Early papers on workfare programs analythedprofile of beneficiaries and benefit
incidence patterns (Ravallion et al. 1993, Jalath Ravallion, 2003). A related strand of the
literature assessed the role of public works asoat-germ safety net or insurance mechanism
providing temporary employment and income to vubér populations during lean
agricultural seasons or after economic shocks. Batt Ravallion (1994) and Jalan and
Ravallion (2003) estimate the net income gains fiublic works programs in India and
Argentina, finding foregone income ranging betw&®% and 50% on average. Datt and
Ravallion (1994) point to differences in behavigedponse across households, while Jalan and
Ravallion (2003) also highlight variations in pragr effects along the welfare distribution.
Galasso and Ravallion (2004) study how anotherrpragn Argentina affected employment
outcomes and contributed to attenuate the welféfiercte of an economic crisis. General
findings on program impacts on welfare and foodusgc remain mixed. Ravi and Engler
(2015) find impacts of the India workfare scheme camsumption and food security, but
Beegle, Galasso and Goldberg (2015) do not finkifsagnt effects on food security in Malawi
in one of the few randomized control trial of a jpulvorks program so far. Gilligan et al.
(2009) also find limited average welfare effectstloé Ethiopia PNSP program, although
households who received larger transfer amountsekdimprovements in some measures of
food security. Beyond welfare effects, a seriesegént studies are attempting to estimate the
impact of public works program on school enrolmand child labor (Li and Sekhri, 2013;
Islam and Sivasankaran, 2015; Shah and Steinb@i$) 2also with mixed results.

In low-income or lower-middle-income countries, angbarticular in Africa, most of the active
population is engaged in low-productivity self-emphent with average earnings lower than
the formal minimum wage. In contrast, unemploymeamd formal wage employment is very
limited, typically affecting 10%-15% of the activeopulation (Filmer and Fox, 2014;
Christiaensen and Premand, 2017). In this contlextextent to which public works programs
trigger contemporaneous impacts on employmentatean a priori. There are also questions
on whether beneficiaries of public works programs ind pathways towards more productive
post-program employment in wage jobs or in therimia sector. The evidence on mechanisms
through which workfare programs affect employmerthie medium to long run is particularly

17



thin. Ravallion et al. (2005) analyze post-programpacts on earnings from a public works
intervention in Argentina. Rosas and Sabarwal (2db6ument investments from public works
beneficiaries in assets and micro-enterprisesanr&Leone. Deininger et al. (2016) find effects
of the India public works program on agriculturabguctivity. A few studies assess the
effectiveness of complementing public works proggamith training or savings facilitation,

including Galasso, Ravallion and Salvia (2004) ahdeida and Galasso (2010). Gilligan et
al. (2009) report impacts of the Ethiopia publicrikprogram combined with agricultural

support on adoption of agricultural technologied afi-farm small businesses.

The understanding of externalities generated froarkfare programs is also particularly
limited, even though such externalities are ofteart pof the core rationale for these
interventions. A series of recent studies fromdrahalyze how the public works program affect
labor markets and wages beyond program benefisigfimbert and Papp (2015) and
Zimmerman (2015)). Some papers have attempteditoats the returns on the public goods
created by public works programs (e.g. Deiningerlan (2013) on land investments in India),
although this remains one of the biggest gap inlitaeature (Alik-Lagrange and Ravallion,
2015). Finally, few studies have addressed thetmuresn whether public works can generate
social externalities by offering alternative occtipas to populations in fragile or post-conflict
settings and create a peace dividend. Recent esnspiclude Fetzer (2014) and Amaral et al.
(2015), who analyze the linkages between the Ingiablic works program and conflict,

respectively gender-based violence.

To our knowledge, no study has analyzed whetheethee trade-offs between maximizing
contemporaneous and post-program benefits fromiuibrks, or between maximizing
economic impacts on earnings or broader impactsooial outcomes. This paper addresses

these questions.

4 Intervention and Data

4.1 The PEJEDEC public works program
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Public works programs were introduced in Cote dhean 2008 by a post-conflict assistance
project following the 2003-2007 armed conflicRPublic works were later included as a
component of an Emergency Youth Employment andsSRiévelopment ProjecPEJEDEQ
set-up after the 2010/2011 post-electoral &isihe PEJEDEC public works program was
managed by the Ministry of Social Affairs and Emysteent, through BCP-fand implemented
by the national roads management agency (AGEROUAEange of other institutions have
been implementing public works interventions witmitar features in Cote d’lvoifé, and

more broadly across Sub-Saharan Africa

The PEJEDEC public works intervention aims to ineraccess to temporary employment in
road maintenance for low-skilled youths in urba@aar The program targets youths aged 18-
30 in 16 localitie¥* throughout the country. A quota of 30% of progfamsitions was initially
reserved for women. Participants are offered teangyemployment for 6 hours per day and 5
days a week for a total of six monthsParticipants work in teams of 25 individuals lgal
“brigades), under the supervision of a team leader andcallsupervisor. They perform road
maintenance activities such as sweeping roadseanilg ditches. The jobs are paid FCFA
2,500 (approximately $5) per work day, a wage etu#he legal daily minimum wage in the
formal sector. Wages are paid monthly on bank awsotlnat are set-up for all participants as

they start working.

In addition to participating in the public worksogram, youths are offered various training
activities. First, all participants receive a oneek basic life skills training covering issues
related to HIV-AIDS, citizenship and hygiene. Setoisome participants are offered a
complementarypasic entrepreneurship trainingp facilitate transition into more productive

self-employment upon exit from the program. Thother participants are offeredtiraining

7 Projet d’Assistance Post Conflit (PAPC) was implemented by the government of Céte d’lvoire and supported
by the World Bank. It was implemented between 2008 and 2014.

8 Projet Emploi Jeune et Développement des Compétences (PEJEDEC) has been implemented by the government
of Cote d’lvoire (through BCP-E) and supported by the World Bank. It also included interventions for other
target groups including internships, apprenticeships, professional training and entrepreneurship.

9 Coordination Office for Employment Programs (« Bureau de Coordination des Programmes Emploi »)

10 Among others, this includes the public works programs implemented by the government of Céte d’Ivoire as
part of the C2D project with support from AFD, or as part of a program supported by the African Development
Bank.

11 4 municipalities were covered in Abidjan (Abobo, Yopougon, Koumassi, Marcory) and 12 cities throughout
the country (Yamoussoukro, Bouaké, San Pedro, Daloa, Korhogo, Abengourou, Man, Bondoukou, Gagnoa,
Séguéla, Daoukro, Dimbokro).

12 As explained further below, the program wave under evaluation lasted for 7 months, but the standard
program lasts 6 months.
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on wage jobs search skills and sensitization toena@ys opportunitieswith the objective to

facilitate transition into wage jobs upon existfrthe program.

The curricula for the complementary skills trainiage tailored for low-skill population that
may not be able to read and write, in particularddying on drawings and visuals. Each training
lasts approximately 80-100 hours distributed ovemo ttwo-week periods. They are
accompanied with field exercises to be undertalewden the training periods, in parallel to
the public works jobs (typically in the afternoonBie trainings are delivered by work brigades,
i.e. in groups of 25 youths. Participants do neehta work during the trainings, but still receive

their corresponding daily watje

The basic entrepreneurship trainingims to build skills to help youth set-up and ngena
small non-agricultural micro-enterprise. The traglasts 100 hours and focuses on providing
cross-cutting business skills and practical guidanadevelop simple business plans for small-
scale activities that can be set-up using savirgs the public works program. A first phase
(40 hours over two weeks) reviews themes relatéasac entrepreneurship and business skills.
A second phase includes field research for youtlgather information, undertake basic market
research and sketch a business plan. A third gd@d®ours over two weeks) includes feedback
on youths’ basic business plans, and reviews ofrkited issues from the curriculum. The

final phase (20 hours) is an individual post-tragnfollow-up'*.

Thetraining on wage jobs search skills and sensit@atio wage jobs opportunitiggovides
information on wage jobs opportunities, skills @ibg search techniques, as well as a more
professional environment during the public worksgsams and skills certification to facilitate
signaling upon exit from the program. The trainitsglf lasts 80 hours. The first phase (40
hours over two weeks) reviews how to identify wagles opportunities (either locally or
through migration), how to search for wage jobgpare a CV, apply for a job and participate
in a job interview. The second phase includes faiercises to gather information on potential
opportunities, identify and visit potential employer professional networks, etc. The third
phase (40 hours over two weeks) provides feedbacketd exercises, reviews part of the
curriculum and provides additional practical guidanin addition, supervisors of the brigades
who were offered the wage employment training wase trained on how to manage teams

and provide feedback to workers, with the objectovenimic the professional experience one

13 Some youths were offered the second half of the training after their exit from the public works program.
While these youths were not paid during that time, they received a small stipend to cover transportation costs.
14 The evaluation policy report has additional information on the scope of the training (Bertrand et al. (2016)).
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would have in a more formal wage job. Youths wereqalically rated on a range of skills, and
these evaluations were later used to issue a vestiicate that signaled between one and five
competencies identified as strengths for eachqiaamt>.

4.2 Experimental design: Enroliment and Randomization

The PEJEDEC public works program was implementelbinrban localities throughout Cote
d’Ivoire, including Abidjan and cities in the inter'®. Four waves were organized between
2012 and 2015, each covering all 16 localitieshwisimilar number of pre-determined places
available for each locality in each wave. In tot,666 youths participated in the program.
The randomized control trial focuses on the seamade of the program, which took place
between July 2013 and February 2014The identification strategy relies on a two-step

randomization process.

The first step involves individual randomizatiotanhe program. Before the start of the second
wave, and as was the case for the other wavesptanse communication campaign was
organized by the implementing agency (AGEROUTEQtigh local newspapers, local radios
and public notice boards to invite interested ydothkisit a registration office and apply to the

program. Enroliment was open for two to three warlesach locality, between June 2013 and
July 2013. Only two eligibility criteria were apell during enrolliment: applicants had to be
between 18 and 30 years old, and could not haviipated to the public works program

before.

Once the enrollment period had closed, public e were organized in each locality
(separately for men and women, hence stratifiedobglity and gender) to randomly select
beneficiaries among the registered applicants ptesethe lottery. Remarkably, the public
lotteries were put in place at the time of the pmsiflict assistance project. Since then, they
have been used continuously as a transparent assigmechanism to allocate limited public

works jobs in a way that would be socially accefga@nd limit potential tensions. As such, the

15 The evaluation policy report has additional information on the scope of the training (Bertrand et al. (2016)).
16 See footnote of section 4.1.

17 Less than 5% of youths assigned to the public works program did not participate, or participated for less than
3 months. The second wave was extended from six months to seven months for all participants to ensure that
the complementary training could be completed during that time for those who were assigned to them (see
below).
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first step of the randomization protocol was alsegdplemented by the program in its routine

operations.

In practice, during the enroliment phase for theogsd wave of the program, 12,188 individuals

applied, of which 10,966 participated in publidéotes where 3,125 beneficiaries were selected
and assigned to 125 brigades of 25 individuals ¢a¢imen, 8 womenj. For the study wave,

a waiting list was created to protect the controlug, although in practice replacements were

minimaf®.

The second step involves the randomization of pubbrks brigades into groups receiving
different types of complementary training. Speadilig, brigades were randomized into three
groups: (i) 45 brigades (1,225 individuals) wersigised to receive the public works only; (ii)
40 brigades (1,000 individuals) were assigned toeive the public works plus the
complementary basic entrepreneurship training,(analO brigades (1,000 individuals) were
assigned to receive the public works plus the wabs search skills trainif® This second
randomization was stratified by locality, and pemnied through a lottery held in the project
office with implementing partners and a notary pulth November 2013. Results remained
confidential until two weeks before the start af thainings.

4.3 Timeline and Data

4.3.1 Timeline and Surveys

The randomized control trial focuses on the seamade of the public works program. The
public lotteries were held in each locality betwelea end of June and early July 2013, right
after the end of the enroliment.

A baseline survey was conducted shortly after thelip lotteries and before program

implementation (between the end of June and mig-2013). The study sample comprised all

18 Beneficiaries were assigned to brigades within localities based on the number they drew in the public lottery.
19 Replacement of drop-outs was allowed during the first two-months of the program. Replacements were only
possible based on the waiting list, and had to be stopped when the waiting list was exhausted. After two
months, replacements were not allowed anymore. This ensured that individuals in the control group were not
offered the program during its implementation.

20 All brigades receive a one-week basic life skills training covering issues related to HIV-AIDS, citizenship and
hygiene. This training is considered part of the basic public works program.
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the individuals selected to participate in the paog after the first randomization (3,125
individuals), as well as a control group obtainemhf a (random) sample of 1,035 individuals
drawn among the non-beneficiaries not on the waitia?l. The data collected included
measures of employment and earnings. It also caghturange of other characteristics such as
preferences for risk and present, behavioral skits well as the results of practical tests

measuring cognitive, manual and numeracy skill&ithan at baseline was very small (1.5%).

The public works activities started between eanly kate July 2013, depending on the locality.
In August, participants received the one-weekdK#gls training that is considered part of the
basic public works program. The second randomimatiok place in October 2013 in the main
project office. Brigades’ assignment to the varioosiplementary training modalities were not
made public until January 2014, in order to linotgntial response bias during the midline

survey.

In addition to the baseline survey, two surveys eveonducted in order to study

contemporaneous impadataring the program and medium-tepostprogram impacts.

To estimate contemporaneous program impacts, amaidurvey was conducted on 3,036
individuals (2,001 beneficiari&sand the control group) between the end of Nover@bas
end early January 2014, i.e. 4 to 5 months afesthrt of the program. Both individuals and
household heads were interviewed. A two-weeks tngcghase was implemented in February
2014 to limit attrition, mainly due to the mobilibf control individual&®. Attrition at midline
is limited (2.6%) and balanced across treatmentcanttol groups. The midline questionnaire

included very detailed sections on employment (uihtee activities), specific information on

21 Individuals randomly assigned to the waiting list are excluded from the sampling frame to prevent
contamination of the control group. Sampling for the control was stratified by gender and locality (similar to
the randomization procedure).

22The 2,001 treated individuals are a sub-sample of the 3,125 beneficiaries stratified by locality, brigade and
gender. This sub-sample voluntarily excludes brigades which had been allocated to the wage employment
training. Indeed, their supervisors were following a specific management training at the time of the survey, and
we wanted to avoid potential anticipation effects or any behavioral changes that could potentially affect
outcomes.

2 The tracking helped reduce attrition rate from 5.4% (after main data collection) to 2.6%. Before tracking, a
small attrition differential was observed between treatment and control groups due to larger mobility out of
program localities in the control group. The survey firm had not planned tracking outside the localities. The
sample for tracking was randomly selected among the treatment and control groups (stratified by locality and
gender) among non-respondents who were alive, not outside Cote d’lvoire, and excluding individuals that could
not be reached since baseline. After tracking, remaining attritors were mainly people impossible to contact or
highly mobile individuals, and attrition was balanced between treatment and control groups.

23



characteristics of independent activities, a tiree mnodule and measures of behavior and well-

being.

The public works program was originally expecteceta in January 2014. However, as the
complementary trainings were starting in Januattigpants were given a one-month
extension on their contracts, which exceptionaktgeded the public works duration from 6 to
7 months. This ensured that all ‘brigades’ seletteplarticipate in one of the trainings could
do so while being paid by the program (at the samnge) for the first half of the training, which
reduced the opportunity cost of time during thentregys. Complementary trainings were
organized between January and mid-March and tlemdegave of the program ended between
early and mid-February 2014 (depending on the iiygalSome beneficiaries attended the
second half of complementary skills trainings aftexr end of their contracts, and were given a

transport allowancé,

To evaluate post-program impacts, an endline swwas/conducted between March and July
2015, i.e. between 12 to 15 months after the entieprogram. The sample included 4,360
individuals. It was comprised of the whole basetiample of 4,160 individuals in the treatment
and control groups, plus 200 individuals randonaiested to be added to the control gréup
Again, both individuals and household heads weterwiewed. A one-and-a-half month
(random) tracking phase took place in Septembeb.20ke final attrition rate was 6.2%, and
was balanced between treatment and control graupsendline questionnaire was based on
the midline survey and enriched with ‘historic’ anfmation on job search, independent
activities (including past projects) and an empleytcalendar.

4.3.2 Key outcomes and descriptive statistics

Descriptive statistics

24 Half of the brigades assigned to complementary skills trainings (50% of each type of training) had 25% of
their training hours after the end of the public works contract, and received a transportation allowance of FCFA
1500 (the program wage was FCFA 2500). 25% of the brigades had 25% of their training hours (i.e. the second
phase of the training) after the end of the public works contract and received the same transportation
allowance. The remaining 25% were fully under contract during their trainings. Transportation allowance was
paid ex-post in one transfer, based on the actual number of days attended.

25 The replenishment of the control group is explained in section 4.4.1.

24



As in many countries in Sub-Saharan Africa, Coteod’e faces a relatively low unemployment
rate, but also a small share of individuals workimgvage jobs. A large part of the population
is concentrated in informal occupations, mainlyaigricultural and non-agricultural self-
employment (Filmer et al, 2014; Christiaensen arahand, 2017). In addition, most of wage
employment takes place in casual and informal yaitisout contracts. Overall, many earn less
than the legal minimum wage, as the regulation®akgbinding for formal private companies
and public administration (INS and AGEPE, 2014activity and unemployment tend to be
more frequent for individuals in households in tbp of the wealth distribution, especially
those holding a higher education degree. Thisctflgne fact that the poor and vulnerable often
cannot afford not to work. Moreover, gender diggesiare strong. Women are more likely to
be inactive and unemployed compared to men. Thewlapo more likely to be self-employed

rather than in wage jobs.

Public works applicants are on average 25 yearsasld mostly live in urban areas (93%).
They live in households with an average of 6 irdiinals (with 4 adults). 25% of applicants are
head of the household and most of applicants hawvaare than one child (50% of applicants
have no children, 25% have one child). Three quamé them attended (at least partially)
primary school, but around half of the applicadf®%) have no degrée This reflects the fact
the program was designed to attract low-skilledtiysualthough 11% of the applicants have
completed secondary school. Less than half of g@icants have attended some form of
vocational training, mostly informal apprenticeshiB0% of applicants were already working
before the program, in line with the national enypient situation marked more by
underemployment in low-earning occupations rathantunemployment. Also, although most
applicants report searching for wage jobs, mostt@i declare aspiring to be self-employed in
the future. Finally, the data also points to lirditBnancial resources, as only half of the
applicants have saved money over the last threghmamd nearly 75% of them report facing

constraints for basic needs expenditures.

We compare our evaluation sample to a national Eaofpndividuals who are 18 to 30 years
old and live in urban arefgo provide insights on public works participargsofile (Table 1).

Overall, the program attracts a lower share oftima@nd unemployed individuals compared
to all youth aged 18-30 in urban C6éte d'lvoire. Alpahe employed population, public works

26 At the end of primary school students pass a certifying exam (CEPE).

27 We use the 2013 national employment survey (ENSETE) which data was collected in February 2014 and
compare it to our closest dataset, the control group of the midline survey which occurred from November 2013
to January 2014.
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applicants are more likely to hold wage jobs (ieithmain occupation) rather than be self-
employed. The educational attainment is quite sindmong the general population and public
works applicants. Individuals with a relatively higevel of education were also attracted by

the program, even though it had been originallynbmmnceived for low-skilled youth.

Key outcomes

This section describes the main outcomes measatedabmidline and endline surveys.

Total monthly earningare expressed in CFA francs. They are aggregatedup to three
(parallel) activities undertook by an individual the 30 days preceding the survey. They
include payments received in cash and the monequywalent for in-kind payments. The
variable is winsorized at 99%. Total monthly eagsirare decomposed in total (monthly)
earnings from wage employment and self-employmast Well as earnings from other

occupations, which are not displayed separately).

Has an Activityis a dummy taking a value of 1 if the individualshworked at least one hour
over the 7 days preceding the survey, consistetht the official employment indicators used
in Coéte d’lvoire. It takes a value of O for inaciand unemployed individuals. We also report
having at least one wage-jolWéage employgdand at least one self-employment activigif-

employed, which is a decomposition of this outcome.

Weekly hours workechpture the total number of hours worked per whkék.aggregated from

up to three (parallel) activities undertook by amdividual across all occupations (wage
employment, self-employment or other type of atfjviThe variable is winsorized at 99%.
Weekly hours worked are decomposed in hours woikedvage employment and self-

employment (as well as hours worked in other octtaps, which are not displayed separately).

Savings stocis the total amount of savings in CFA francs atiime of the survey. It aggregates

savings from formal or informal mechanisms. Thealae is winsorized at 99%.

Total expendituresggregates several types of expenditures madbeeébyauth whether the
expense would benefit himself of another membehisfher household. It includes basic
expenses (health, clothing, sanitation, and accasatiam), communication (mobile, internet,
and medias), investment type (education, trainmgjntenance of assets), transportation,
temptation goods (alcohol, tobacco, gambling, aunxluly goods) and social expenses

(celebrations and charity). The variable is winsedi at 99%.
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A well-being inde)aggregates 6 measures: measures of happinessi@mdpdaily activities
taken from a time-use module, the Rosenesglf-esteem scale, a ‘positive affect’ sub-scale
(from the CESD scaf®), a sub-scale of (positive) attitude towards ti@irie (from the ZTPI
scalé®), and a sub-scale of (internal) locus of conttioé (inverted ‘fatalist present’ sub-scale
from the ZTPI scale).

A behavior indexaggregates 6 measures: an inverted measure af @anfyestration in daily
activities taken from the time-use module, an iteetmeasure of impulsiveness, an inverted
‘conduct problem’ sub-scale (from the SDQ s#fland a (positive) ‘pro-social behavior’ sub-

scale (from the SDQ scale).

The well-being and behavior indices are z-scorgh @ mean set to zero and a standard
deviation to one for the control group, so thainested coefficients can be interpreted in
standard deviations. A positive impact on the WellRg index is interpreted as an overall
increase in well-being and a positive impact onkibkavior index as an overall improvement

in attitudes.

4.4 Empirical Methodology

4.4.1 Main specifications

We estimate intent-to-treat (ITT) effects for canporaneous and post-program impacts for

the pooled treatment via an ordinary least sQU&ES) regression:

1)
Yi=0( +ﬂWl +6Xi,l+el'

28 The Rosenberg Self Esteem scale includes 10 items and measures self-esteem. We use the validated French
version.

2% The Center for Epidemiologic Studies Depression (CESD) scale was specifically developed to measure
depression. It also includes an inverted scale that measure positive feelings (“Positive Affects”).

30 The Zimbardo Time Perspective Inventory (ZTPI) is an instrument measuring time perspective for individuals
in different dimensions. In particular, we use the two dimensions of “future” (to have a positive attitude
towards future) and “fatalist present” which is very close to the concept of internal locus of control. We use the
validated French version.

31 The Strength and Difficulties Questionnaire was initially created to measure behavioral issues for young
children and teenagers (3 to 16 years old). We use two sub scales (out of five): “conduct problems” and “pro-
social behavior”.
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whereY is an outcome for individudl W is an indicator for treatment (being assignechto t
public works program at first randomization), akidis a vector of stratification variables
(locality, gender). Robust standard errors argeted at the level of “large” brigades for treated

individuals2,
To estimate post-program ITT effects across treatimens, we use the following specification:

(2)
Yi=a +p W, +, (W;*T1;) + 03 (W;xT2;) +6,X;; +¢€

whereT1 (respectivelyT2) is an indicator for being assigned to the comgletary self-
employment training (respectively wage employmeaintng). Coefficients; estimates the
impact of the ‘pure’ public works while the coefé@at 5, estimates the additional effect of the
self-employment training ang; the additional effect of the wage employment irajng; +

B, (respectively3; + (5 ) capture the total effect of the program for indisals assigned to
public works and complementary self-employmentnirag (respectively wage employment
training). In the results table, we also provide fhvalue for the test that this sum is equal to

Zero.

We analyze heterogeneity in treatment effects loygs ¢ determined by a set of baseline
characteristicsZ (see discussion in section 6). The specificatiseduin that case is the

following:

(3)
Yi=a+yi(Wi* G)+ yo(Wix(1—G))+y3*G; + 6, X, + €,

where G is an indicator for belonging to the group deteradi byZ. We are interested in

coefficienty,, which estimates the impact of the pooled treatnfmma specific groug. We

32 \We suspect within-brigade error correlation due to the interactions between treated individuals who worked
together in the same brigade for several months. Brigades are sometimes aggregated to account for the fact
that some individuals have been moved across brigades during public works implementation for various
reasons: when such movement occurred, we group the different brigades together.
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provide standard errors fgrand the p-value for the test that+ y, is equal to zero at the

bottom of the tables.

For specifications (1) to (3), we use probabilitgights. They are composed by up to Hive

multiplicative weights to account for (i) publictteries specificities in the first randomization,
(i) locality specificities in the second randontina, (iii) the sub-sampling of non-respondents
during tracking surveys, (iv) the sub-samplinglo# treated group for midline survey and (v)
cases of control individuals who enrolled and ewalty participated in later waves of the

prograni®.

Potential threatsto internal validity

We check for balance across treatment and contoolpg in Table 2. Column (3) contains the
p-values for the test of difference between treatraad control groups, and column (4) for the
test whether all treatment arms are jointly eqoakero. Overall, there are no meaningful
differences across grouisWe note that collecting the baseline survey afssignment to the
program affected a few variables for which contrareatment groups may have had incentives
to over or under report. Based on that, we do ddtkeseline controls on top of stratification

controls to our specification.

At midline, compliance to program assignment waghhiOnly 6 control individuals in the

sample succeeded in ‘cheating’ the public lottdry egistering for the program in different
locations) and only 2 generated contamination dféeng selected for the program. Among
youth assigned to the public works, take-up wahk Bg93% of them participated for more than
five months out of the seven months of implemeatatin total, youth worked an average of

141 days, out of a maximum of the 154 days expeantedse of full attendance.

An unforeseen issue emerged at endine. Betweeeantth®f the phase of the program being

evaluated and the time of the endline survey, aifgividuals from the control group were

33 With midline data, we use weights related to (i), (iii) and (iv). With endline data, we use weights related to (i),
(ii), (i) and (v). More details on weight construction provided in Appendix A.

34 This specific point is detailed in the next paragraphs and in Appendix A.

35 We also checked the balance across groups for both midline and endline respondents.
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able to enroll (and eventually participate) in thied or fourth wave of the prografhHowever,
administrative data about enrollment and publideloés enabled us to observe control
individuals’ behavior for the third and fourth wafiee. whether control individuals applied or
not to the program, and whether they were seleaeédparticipated or not). For post-program
impact analysis, control individuals who (laterytpapated to the program are not included.
To adjust for this, control individuals who alsgpéed in future waves but were not selected
through the public lotteries are assigned relagiVaiger weight¥’. 200 individuals were also

(randomly) addet® to increase the total size of the control group.

Finally, the take-up of complementary trainingasvér than the take-up for the ‘pure’ public
works: 72% of individuals assigned to self-emplowntigaining and 67,2% of those assigned
to wage-employment training attended at least 76%eotraining (i.e. at least 60 hours out of
the 80 total hours). This level of take up is adigiwith take-up observed in other skill training

programs. For both trainings, only 10% of individbuaever attended.

4.4.2 Heterogeneity analysis using machine learning

Machine learning and heterogeneity of treatment effects

The use of machine learning methods in this paperes from the desire to understand the
heterogeneity of treatment effects, in an expertalegetting with rich and multi-dimensional

baseline data. In particular, we would like to asd@ow much the treatment effect would vary
under alternative assignment rules (based on ofislercharacteristics), and especially if larger
treatment effects could be obtained by targetingcidic sub-groups compared to average
treatment effects estimated across all participasmslerstanding how much different types of
individuals benefit from the program could helpippimakers define a more efficient selection
rule and maximize the impact of the program. Inialt, analyzing heterogeneity can improve

36 We identified 140 individuals from our baseline control group (i.e. 13,5%) among next waves beneficiaries
(91 for third wave, 49 for fourth wave). Among the 200 individuals randomly added, 30 were also identified to
be among third or fourth wave beneficiaries.

37 Specifically, we use specific weights to account for the behavior of enrollment to the waves and put a zero-
weight on control individuals who ever received the program (see Appendix A).

38 To keep the same stratification as the initial control group sample, we selected the 20% next ones of each
(baseline) lotteries’ list.

30



our understanding of the mechanisms: across outosoee subgroups can highly benefit in

terms of earnings but not in other dimensions ace versa.

When looking at heterogeneity in treatment effesisare traditionally interested in estimating
the coefficient of the interaction between treathamd a binary indicator for a group, in a linear
specification. However, looking at subgroups defibg one or two interaction terms is rather
limited, and searching intensively for subgroupsyread to spurious conclusions that will
probably not hold once one accounts for multipl@difiesis testing. A different approach
would be to consider the identification of hetemgeus treatment effects aspeediction
problem: mapping individual characteristics to tneent effect estimates (Mullainathan and
Spiess, 2017). In fact, a recent literature has bbeeonsidering the importance of prediction in
policy issues (while the focus is on causal infeegrand how machine learning could contribute
to solve these “prediction policy problems” (Kleerlg et al., 2015). These range from police
hiring and teacher tenure decisions (in which mtaay productivity can inform decisions) to
crime risk prediction to help judges’ decisionshail-type problems (Chalfin et al., 2016;
Kleinberg et al., 2017).

Targeting is an area where machine learning teciesigare potentially extremely useful. If
policymakers have a clear assignment rule to impténge.g. target the poorest or those at
higher risk), the challenge is to accurately prethie corresponding outcome (wealth or risk,
to follow the same examples) in order to improve tilwgeting of a given program. Machine
learning tools typically outperform standard regies tools at this task Another way
machine learning can inform targeting is to underdtif among eligible people some
subgroups could benefit more than others. Thikasapproach followed by Davis and Heller
(2017a and 2017b), using machine learning to lddketerogeneous treatment effects across
different outcomes of interest, in a large-scal@leyment program for disadvantaged youth.
Based on such analysis, policy makers could adaptselection rule to target individuals

predicted to be those who benefit the most, angktbiee maximize program impacts.

Using causal foreststo predict (conditional) treatment effects

39 For example, McBride and Nichols (2016) shows how machine learning algorithms can improve poverty
targeting compared to Proxy Means Tests.
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In supervised machine learning methifde.g. regression trees, random forests), a mddel o
the relationship between a set of featutéysand an observed outcomg)(is first built by
training the model on a dataset whefeX)) are observed. That model is subsequently used to
predictY on a population for which only the characteristicare observed. Many applications
can be found in the fields of medicine or more nélgeonline marketing. Such an approach
could be applied to the prediction of treatmene¢etf (instead of the outcor¥ig using forX a

set of covariates measured at baseline (beforétesd). In particular, algorithms such as
regression trees or random forests can help ulgbteeatment effects conditional on a set of
characteristic without making assumptions on whi&ls or combinations ok's might be
relevant, or on the functional form of this hetexogity (i.e. whether it is linear or it Given

the prediction model built, we would be able todice treatment effects for any set of

characteristics included Xiand simulate the treatment effects of the prograder alternative

selection rules (based dn+2. Using predictions for different outcomes, we cbalso look at

the variation of treatment effects across outcomes.

Actually, adapting the prediction of outcomes ®atment effects is not straightforward. The
main challenge is that machine learning algoritineagiire to assess the quality of predictions:
this is relatively easy when predictions can beatly compared to realizations of the outcome
for each individual; however this is ‘infeasiblehen only one potential outcome is observed
(fundamental problem of causal inference). Atheg Bmbens (2016) build a framework and
propose a new algorithm - causal tree - which &dapssification and regression trees (CART)
to the specific case of predicting treatment eff@cinditional on a set a&f. Causal trees differ
from CART in two main aspeds (i) the splitting criteria has been adapted tximize the
variation in treatment effects across leaves (rat@n the variance of the outcome), (ii) an
independent sample (different from the sample usquhrtition the data) is used to estimate
treatment effects within each leaf (“honesty” pndpe which should eliminate some
overfitting. This new sample splitting (“honestyélso makes inference on treatment effects
valid (conditional on a tree). Wager and Athey @0édxtend this framework to random forests

based on causal trees and the possibility to maksat inference with the obtained restlts

40 See Hastie, Tibshirani and Friedman (2009) for their detailed review of these methods.

41 |n particular, random forests can detect nonlinear heterogeneity that could not be identified using LASSO.

42 More details on machine learning procedure in Appendix B.

43 Appendix B.2.3 provides more details on the differences between causal trees and CART.

4 Random forests were introduced by Breiman (2001). See Wager, Hastie and Efron, 2014 for the computation
of confidence intervals for random forests.
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We rely here on the framework developed by Athey lambens (2016). We want to estimate
the conditional average treatment effect (CATEJx) = E[Y; (1) — Y; (0)| XX = x] with

X¥ a vector of K baseline covariates (features) arde outcome of interest. This requires a
dataset(Yi"bs, Wi,Xl-K),i =1..N, considered as an i.i.d. sample drawn from amiiefi
population, wheréV is a binary indicator for treatment ai@”s the realized and observed
outcome, that is to say the potential outcome spording to the treatment received. We also
need to make the assumption of ‘unconfoundedness’ {reatment is randomized conditional

on observable covariates), which is reasonablengive randomized experiment.

In this paper, we implement the causal forestsrihyo*® to recover a prediction a{x). In a
nutshell causalforests are random forestsaafusaltrees, the latter being standard trees adapted

to the case of treatment effect estimation as epitand Imbens (2016).

First of all, as in most machine learning methaus, data is split in two separate samples: a
training sample used to build the model, and as@siple. This is fundamental as all subsequent
analysis will be performed on the test sample,mapta that is not involved at any step in the
construction of the prediction model. Given ouragat (smaff N compared td&), this will be

a constraint in terms of sample size.

Then, the model giving a prediction ofx) is built using a training sample set to 50% of the
full sampleN (standard). In a second stefx) is estimated on the test sample (set to 50% of
N). This is applied to both midline and endline sy, for our main outcome of interest total
monthly earnings (see section 4.3.2), and with XX a rich set of 101 baseline covariates
comprising individual and household characteristieducation, employment and savings
dimensions, assets held, measures of personatgyerpnces, ability and cognitive skills.

Appendix B provides extensive details on the cartsion of the model and the covariates used.

To discuss heterogeneity of the impacts, we repperinean of (x) over each quartile on the

test sample. To document heterogeneity we will $oom the upper and lower quartile
(respectively top and bottom 25% groups). In paléic impacts at the top quartile of the
distribution indicate the potential gains in treatmheffects when selecting individuals based

on a large set of characteristics.

45 \We thank Susan Athey and Stefan Wager for graciously sharing their code with us. We use causalForest
function from causalTree package in R, with small modifications. See Appendix B.

6 The sample size varies depending on the survey used for the algorithm and ranges from 2,884 to 3,910 units.
Appendix B.1 provides details on the sample used for causal forests.
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5 Results: ITT Estimates for Public Works Impacts

This section presents ITT estimates for public warkpacts on main outcomes for youths,
based on the pooled treatment specification in muél). The ITT estimates are discussed
separately for contemporaneous impacts (3-4 maitésthe start of the program, while youths
are still participating) and post-program impadi2-5 months after youths have exited from
the program). The next section discusses mechaiigrpest-program impacts and impacts by

treatment arms (using specification in equatioi. (2)

5.1 |ITT Estimates for Main Outcomes

Table 3 (Panel A, columns 1-6) presents contempaas ITT estimates on employment and
hours worked. 86% of youths in the control groupehan activity at midline, with 53% of
youths holding a wage job, and 33% self-employdds Ts consistent with the employment
situation in Coéte d’lvoire and much of Sub-Sahatdimca, where a large numbers of youths
are underemployed by working in low-productivitycapations, often in self-employment or
informal wage jobs paying less than the minimum evayg the formal sector, and few are
formally unemployed. In this context, impacts dgrithe program on the overall level of
employment are limited for youths in the sample2fp). The stronger employment effects
stem from a change in the composition of employmetth strong impacts on the share of
youths holding wage jobs (+44 pp) driven by theljpwvorks jobs, and a smaller decrease in
self-employment (-9 pp). Similar patterns are obséifor contemporaneous program impacts
on hours worked per week, with a small overall #ase in total hours worked (by 3.5 hours
from on an average of 41 hours per week in therobgtoup). This is driven by a large increase
in hours worked in wage employment (+14 hours)smnéller decrease in hours worked in self-
employment (-6.7 hours). Employment in the publarks program accounts for approximately
30 hours a week for individuals in the treatmemugr;, so that the small increase in overall
hours worked in fact hides a large decrease inshearked in other activities. Youths in the

treatment group also become more likely to cumulateus activitie¥'. Overall, the observed

47 It is estimated than the share of youths holding multiple activities increase in the treatment group, see
Bertrand et al. (2016).
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contemporaneous program impacts on employment gaisstions on the effectiveness of the
self-targeting mechanism in a context where mosthg are working and have to rearrange
their activities to make time to access the begittdalic wage jobs offered by the program.

Table 3 (Panel B, columns 1-6) presents post-prodfd estimates on employment and hours
worked. Despite strong shifts in youths’ emploympottfolios during the program, no post-
program impacts on employment level, employment pmmsition or hours worked are
observed. Youths in the treatment group displayralas employment profile than youths in
the control group, with no statistical differenoelie main indicators for employment and hours
worked. On the one hand, these results show tleaptiblic works program did not lead to
“stigmatization” or “scarring” effects for youth®ast participants are not less likely to be
employed (including self-employed or holding wagég) a year after their exit from the
program. This suggests a relatively rapid adjustrbank to the pre-program occupations. On
the other hand, results also show that the pultiksvdoes not bring longer-term benefits to
youths in terms of employment types or hours worléal important exception, however,

relates to the earnings and productivity in thesmupations, to which we now turn.

Table 3 (Panel A, columns 7-9) presents contempaas ITT estimates of program impacts
on earnings. The public works leads to a net irsgea earnings of FCFA 20,885 per month
(or approximately $42) during the program. The esings gains represent a 35% increase
from the level of earnings in the control group BAC60,052, or $120), or approximately 42%
of the average net monthly transfer amount (FCFA®@D, or $10%%). As such, the estimated
effects point to substantial foregone earnings femtivities that youths left or scaled down in
order to participate in the program. As for empl@ypinpatterns, contemporaneous impacts on

earnings stem from the strong increase in earrfnogs the wage jobs offered by the program

arnings from self-employment (- FCFA
12,625, or $25).

Table 3 (Panel B, columns 7-9) presents post-prodid estimates of program impacts on
earnings. The public works leads to a small butiigant increase in earnings a year after the
end of the program (+FCFA 5,622, or $11 per mordh),1.6% increase from the level of
earnings in the control group. The increase iniagmis concentrated in self-employment,

where earnings increase by FCFA 6,223 ($12.4) mertim or substantial relative increase of

8 This figure is the average amount transferred over all individuals assigned to the public works (independently
of non-compliance and days not worked).
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32%. On the other hand, post-program earnings igewabs are not statistically different
between the treatment and control groups. Thesétseshow that, while participants were not
more likely to be employed, employed in differentopations, or working longer hours, they
were on average running more profitable self-empleyt activities one year after exiting from

the program.

To go beyond traditional economic indicators, wsoaliscuss the impacts of public works on
indices of well-being and behavior. The consideratof broader well-being indicators are
important as the temporary jobs offered by the mwwgmay have indirect benefits or costs
beyond economic dimensions. On the one hand, thécpworks activities are hard manual
labor activities, which some may consider deprew@On the other hand, there can be a certain
status associated with holding a public wage jothexcommunity, in particular a predictable
and secured formal wage job. Changes in youthsl-beehg and behavior are particularly
relevant in a post-conflict setting such as Coteai’e, including as they point to potential
program externalities on social cohesion, an isdstrong interest for policymakers.

Table 3 (Panel A, columns 12-13) presents ITT eg@0f contemporaneous program impacts
on indices of well-being and behavior (see secti@® for definition). Results show significant
contemporaneous program impacts on the well-beidex (+0.2 standard deviations), as well
as the behavior index (+0.13 standard deviatiodng)rovements in well-being while youth
participate in the program come from a larger stlidrgouths reporting feeling happy and
proud, scoring higher on sub-scales for self-estpesitive affect and positive attitude towards
the future, as well as reporting higher present famate life satisfactiotf. Improvements in
behavioral dimensions are more limited, but parless anger and frustration in daily life, and
less impulsiveness, although no related changethigr domains such as pro-social behavior
and conduct problems are observed. These resulftdbenassociated with the economic gains
mentioned earlier. They also raise the possibilitigt some youths who do not benefit
substantially in economic dimensions may neveriglbenefit from the program in

psychological or behavioral dimensions.

Table 3 (Panel B, columns 12-13) presents postrprodT T estimates on indices of well-being
and behavior. Some lasting improvements are obdemesychological well-being for youths
in the medium-term (0.09 standard deviations),caitih they are more muted than during the

program. They are also concentrated in a narroeepfsdomains such as happiness, self-

% |n contrast, present fatalism is unaffected.
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esteem and present life satisfaction. In contthste are no lasting impacts on sub-scales for
pride, positive affect, positive attitude towartie future and future life satisfaction. A year
after the end of the program, no lasting impaatsodaserved in the behavior index or any of its

subcomponent, suggesting that short-term behawaiak have faded.

5.2 Mechanisms for Post-Program Impacts

I ntermediary Outcomes. Short-term Expenditures and Savings

Table 3 (Panel A, columns 10-11) presents conteam@mus ITT estimates on expenditures
and savings, to complement the estimated impaceaonngs documented earlier. During the
program, the observed increase in earnings (+FOF,88% per month, or $42 as mentioned
above) translate into an increase in both expereditand savings. Total monthly expenditures
are estimated to increase by FCFA 15,085 ($32)sttating approximately 70% of the nets
earnings gains. The overall increase in expenditcae be decomposed in roughly equal shares
between youths’ own expenditures and their contigibuto household expenditures. The
additional expenditures are mostly for basic netiesgfood, clothes, ...), as well as education

and training.

Yet, beyond consumption support, youths are ableate a significant share of their net
earnings gains. On average, after about 4 monttheiprogram, youths in the treatment group
have increased their stock of savings by approxdm@&CFA 39,633 ($79). This impact is of
large magnitude as it corresponds to a 182% inerfram the average stock of savings in the
control group (FCFA 21,752, or $43). The order afgmitude is also consistent with youths
saving approximately 30% of their earnings gaingdrtantly, youths are not only more likely
to save and to save larger amounts, but most sétbavings are kept in formal bank accounts.
These include accounts in which youths are paid fhablic works wages. Overall, these
substantial contemporaneous increases in saviegékaty to contribute to the post-program
effects on earnings in self-employment. Indeedt-posgram results show that youths are not
more likely to be self-employed, but are more kéb operate micro-enterprises with a
relatively larger asset stock and scale of opamatipointing to higher productivity. Youths in
the treatment group also report higher investmient®usehold enterprises, which likely have
been facilitated by savings from the program amdcansistent with observed higher earnings

in self-employment.
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I mpacts by Treatment Arms

Table 3 (Panel C) further illustrates the contrilubf the various treatment arms to disentangle
the causal impacts of complementary skills trairfirgn the average post-program impacts
documented so far. Overall, little variation in iags across treatment arms is observed,
suggesting limited value-added of the complementis training. Specifically, post-
program impacts on employment level, employmentmasition and hours worked are very
consistent across the different treatment 8n@ne noteworthy distinction relates to the post-
program impacts on earnings. Post-program impactstal earnings are mostly observed for
the groups of individuals that were assigned taoidwgEc entrepreneurship or jobs search skills
training. In particular, post-program impacts off-senployment earnings mostly come from
youths in the treatment group that was assign#éaktbasic entrepreneurship training. Still, the
impacts on earnings are not statistically differbetween arms, so that we cannot reject
equality of the impacts on earnings across grodipe. only difference in earnings that is
significant is when comparing self-employment eagsi across individuals assigned to the
basic entrepreneurship training and individuale@#d to the basic public works only.
Ultimately, since there are no statistical diffeves in impacts on overall earnings across
treatment arms, we pool treatment to conduct fireterogeneity analysis in the rest of the

paper.

The limited value-added of the complementary trgréuggests that skills acquisition through
these trainings is not the main mechanism thatagxplthe post-program impacts. In fact, the
trainings were effective in improving knowledgehasic entrepreneurship, respectively jobs
search skills, as they intended to do. They aldddeyouths applying these skills in practice,
either by intensifying their search for wage jobgy( using a CV for a job search, searching
using adds or by applying independently) or théiores to set-up a new activity (e.g. by
undertaking a market study or a preparing a busipes . However, these changes in skills
and practices were not sufficient to generate agmbeyond those generated by the basic

public works program.

0 The only exception is that hours in self-employment are significantly larger in the jobs search training arms
compared to the public works only arm. Still, the coefficient is not statistically different from 0 or from the
estimate from the basic entrepreneurship training arms.

51 We document these two aspects of trainings impact (learning during the training and trying to put this intro
practice) in the policy report, Bertrand et al. (2016).
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6 Heterogeneity Analysis

The public works program was oversubscribed, with number of applicants exceeding the
number of available program slots by a ratio ob 4 tWhile participation in the program was
the result of a random assignment protesshich has the advantage of being fair and
transparent, the performance of the program mighiebeen improved with a better targeting

of the 25 percent of program beneficiaries amorgiegnts.

Whether and by how much alternative targeting mighte improved program effectiveness
depends on the magnitude of heterogeneity in prograpacts. In theory, given the self-
selection mechanism, we would expect heterogemeiigjnpacts among program applicants,
with marginal applicants experiencing very limitgdins in earnings compared to infra-
marginal applicants with more limited employmenpogunities outside the prograf

6.1 Quantile Treatment Effects

In practice, detecting heterogeneity of treatmefieces is complicated. Indeed, some
parameters of the treatment effects distributioichsas its variance, are not identified. Their
identification would require knowledge of the jodistribution of potential outcomes whereas

only one potential outcome can be observed at @ fiimeach individual.

To study the potential heterogeneity of programantp in an experimental setting, researchers
traditionally look at quantile regressions. Indeeden if not identified, it is possible to obtain
a bound for the variance of impacts (Heckman Saniith Clements, 1997, Djebbari and Smith
2008). Results from quantile regressions providermation about the lower bound of the
variance. When quantile treatment effects are h@megus, the lower bound of the variance is
zero: a constant treatment effect is consistertt Wimogeneous quantile treatment effects.
Bitler et al. (2006, 2014) provide a well-known apation of quantile treatment effects to

analyze heterogeneity of impacts. As highlightethis prior work, quantile treatment effects

52 Recall that the only criteria enforced at enrollment are age (18 to 30) and not being a previous beneficiary of
the first wave of public works.
53 These marginal applicants could still benefit from the program in dimensions others than earnings.
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will help to detect heterogeneity of impacts orilthie intervention preserves ranks, or at least
does not lead to too much churning in the distidyubf outcomes. In fact, the rank preservation
assumption allows one to interpret quantile treatneéfects as the “effet quantile”, hence
making it directly informative about heterogeneiy impacts. Under this assumption,
observing non homogeneous quantile treatment sffadicates that the lower bound of the
variance is strictly greater than zero. Howeverthd intervention does not preserve ranks,

guantile treatment effects are of little help toede heterogeneity.

Figure 1 presents quantile treatment effects amiegs during the program (Panel (a)) and after
the program (Panel (b)). The horizontal axis inhga@nel reports the quantile and the vertical
axis the estimate of the treatment effect at theesponding quantile. The shaded area around
the estimate provides the 95% confidence inteAsthe figure clearly illustrates, the quantile
analysis shows substantial heterogeneity of impantsarnings during the program. The
guantile treatment effect is as large as FCFA 4bdi@he 15% quantile, but only FCFA 15,000
at the 85% quantile. Moreover, the estimated glemteatment effects are quite precise,

strongly suggesting the existence of true hetereigerather than just sampling variation.

The quantile analysis of treatment effects on ineaifter the program (Panel (b)) offers a rather
different picture. Post-program quantile treatmeifiécts are uniformly small and the small

dispersion is within confidence bounds, consistéttt sampling variation.

In summary, there appears to be large heterogeatifyantile treatment effects during the
program, but less heterogeneity after the progréine model derived in the framework (section
2) shows that the intervention possibly preserae&s, or at least might not induce too much
churning in the distribution of contemporaneousef. Thus, the true variance of impacts
might not be too far from the lower bound and tleéehogeneity seen in quantile treatment

effects points to true underlying heterogeneityirtythe program.

However, this is not necessarily the case for posgram earnings. There might be individual
latent factors, such as return to capital, thatld/owt contribute to the ranking of individual
earnings in absence of the program but contributed ranking of individuals’ post-program
earnings. For example, if there are individualppead at the bottom of the earnings distribution
without the program, but with high returns to capfe.g. through setting-up a highly profitable
activity), these individuals, thanks to their pagation in the program, might end up further
towards the top of the earnings distribution. Tikibecause the program allows them to save

and implement their latent project after prograrmptetion.
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6.2. Machine learning to study heterogeneity in imacts

Given the possible limitations of the quantile esggion approach, in particular when it comes
to assessing heterogeneity in post-program effadgurn to a different empirical approach.
The technique is based on the identification ofautyihg baseline variables contributing to
heterogeneity in the treatment effect. In a stashdegression framework, this would be done
by interacting the treatment variable with covasatbefore recovering predicted impacts
conditional on these covariates. Djebarri and Sig#@08) apply this method and show that it
captures a substantial share of the variabilityingbacts. The machine learning methods
developed by Athey and Imbens (2016) and WagerAthdy (2016) go one step further in
identifying the expectation of impacts conditiooal a set of covariates. The main innovation
of these machine learning methods is that theyurmover the underlying heterogeneity in
impacts without making any assumptions about thecgoor form of this heterogeneity
Although these methods can miss some determinémtsterogeneity (especially if the set of
covariates is not rich enougP) they offer an alternative and systematic way xplae
heterogeneity of impacts. These methods are phatiguelevant to our context given the large
number of covariates we have captured in our ractelbne survey. Moreover, these methods
permit to detect heterogeneity even if the intet\agnis not rank preserving.

We apply the causal forest algorithm developed ag®v and Athey (2016) to study the
existence and magnitude of heterogeneity in treatraffects. As already discussed above,
these machine learning methods are implementedwoatep procedure. First, the relevant
set of covariates is identified on a “training sadefgomprised of 50% of the total sample
(random subsample). Second, impacts conditional trese identified covariates (and
interactions of covariates) are estimated on at “sasnple,” the remaining 50% random
subsample of the total sample. After having gereraeveral causal forests, we can recover a

54 Specifically, (i) it doesn’t require assuming linearity and looks for more complex relationships across
covariates; (ii) it can search for heterogeneity across high-dimensional sets of covariates rather than restricting
to a few covariates (in standard approach).

55 Causal forests could fail to detect heterogeneity (when there is true underlying heterogeneity) if
heterogeneity depends on unobservable characteristics (missing in the “input” features of the model). They
would have hard time finding heterogeneity if underlying heterogeneity is highly linear or if some features
strongly affect the level of the outcome but not the treatment effect (leading to spurious splits in the
algorithm). Lastly, measurement errors in covariates could also decrease the efficiency of the algorithm to
determine the right splits of the data.
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predicted treatment effect conditional on basetioeariates for each unit in the sample. In the
following section, we will simply refer to them &predicted treatment effects”, but these
predictions are obtained from test samples only amctonditional on the set of baseline
covariates used. The full procedure, including thmplementation of the causal forest
algorithm, is detailed in Appendix B. This approaem be used to estimate the heterogeneity
of predicted impacts botduring and after the program; and it can be applied to study
heterogeneity in the impacts on earnings, butatsother outcomes, such as well-being.

Assessing the magnitude of heterogeneity in impacts on earnings

Figure 2 shows the distribution of predicted impamr earnings derived from the causal forest
algorithm during the program (darker shade) anerdfie program (lighter shade). It reveals
substantive heterogeneity of impact during the mmog consistently with the quantile
regression results reported above. The distribudfqredicted impacts on earnings during the
program is skewed to the left, which implies thatrenthan half of program participants benefit
more than the average treatment effect. Convergeyextended lower tail suggests that some
individuals benefit far less from the program. lonmgparison, the distribution of predicted
impacts after program reveals less heterogeneityh lithe standard deviation and the

interquartile range are smaller than for the disttion during the program.

Table 4 complements Figure 2 by reporting predigtgehcts by quartile, both during and after
the program. Contemporaneous program effects ah éarnings are reported in column (1),
and post-program effects in columns (2). Althouginfalence intervals cannot yet be
constructed for the predictions recovered fromdéugsal forests, the average treatment effects
per quartile highlight how much impacts vary aldhg distribution. We focus in particular on
the difference between the average impact in thet@rtile and in the bottom quartile, as well

as with the estimated average treatment effect.

Panel (A) of Table 4 presents the means and stdreteors of the distribution of estimated
conditional impacts on earnings during and aftergfogram. Summarizing the evidence from
Figure 2, we find that the mean predicted impactamings during the program is FCFA
20,230, with a standard deviation of 7,614. The nma&dicted impact on earnings after the
program is FCFA 4,914, with a standard deviatio,3f.3.
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Column (1) of Panel (B) offers further confirmatittrat there is a large amount of heterogeneity
in impacts on earnings during the program. Theagepredicted impact on earnings is FCFA
9,934 in the lower quartile of the distribution quaned to FCFA 28,622 in the upper quartile.
In contrast, column (2) of Panel C suggests mordasioheterogeneity after the program. The
average predicted impact on earnings is FCFA 1id#Be lower quartile of the distribution

compared to FCFA 8,329 in the upper quatrtile.

In other words, finer targeting could in theoryosigly improve program impacts. For the
bottom 25% of applicants, the contemporaneous itsgactearnings are less than half of those
of the mean applicant, and represent only appraein®0% of the transfer made by the
program. Replacing randomized assignment of thegrpro by a targeting rule that
“maximizes” contemporaneous program impacts oniegsnwvould lead to a 37% increase in
impacts during the program (FCFA 28,622 compardedBA 20,885 achieved under random
selection). Replacing randomized assignment of ghegram with a targeting rule that
“maximizes” post-program earnings would roughly bll@post-program impacts (FCFA 8,329
compared to FCFA 5,621 achieved under random sat@ciThis last result is an important

one, as we now further discuss.

It does not come as a surprise that workfare progrdave large and heterogeneous
contemporaneous impacts. This is actually whatxpee from the self-selection mechanism,
with a fraction of marginal participants almost iffetent between being enrolled or not (in
terms of earnings), and others being infra-margithe major question with workfare
programs is whether they have impacts after progr@ampletion. The potential mechanisms to
explain heterogeneity in post-program impacts agss | straightforward than for the
contemporaneous impacts. They might have to do esxfterience in the labor market and
ability to signal skills. They could be relatedr&durn to capital and the impact of investments
on income generating activities, through accumdlaterings during the program.

While the results in Table 4 so far suggest thesibdgy of improving program effectiveness
both during and after the program through bettgyetizng, an important question is whether the
targeting that would maximize contemporaneous arogmpacts would also maximize post-
program impacts. In other words, are the covaritias are associated with large predicted
impacts during the program associated with largelipted impacts after the program as well
(and vice versa)? The scatter plot in Figure 3 estgya negative answer. Figure 3 shows
predicted impacts on earnings during the prograrax(g) against predicted impacts on
earnings after the program (y-axis), all derivaarfrapplying the causal forest algorithm. The
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solid vertical and horizontal lines on the scafikt respectively correspond to the average
predicted impacts during and after the programil&riy, the horizontal (respectively vertical)
dashed lines represent th& dand 3¢ quartile of the distribution of predicted impachsring
(respectively post) program. A high correlationvilstn impacts on earnings during and after
program would lead to a concentration of predidiafong the diagonal from the top right
corner — those who have the largest impacts dantafter the program, to the bottom left
corner. On the contrary, the scatter plot showsaban within the top quartile of impacts during
the program, the post program impacts are dispenséke opposite axis (and similarly for the
top quartile of post program impacts). The remardalumns in Panel (B) and (C) of Table 4

illustrate further.

Column (2) of Panel (B) and column (1) of Panel ¢G)firm the visual evidence in Figure 3
in that there is no systematic relationship betwtdese who benefit the most during the
program and those who benefit the most after tbgram. Specifically, targeting the program
to the 25% of applicants that benefit the mostutihe program would result in average
predicted impacts after the program of FCFA 5,If8rginally below the average treatment
effect. Similarly, targeting the program to the 25%applicants that benefit the most after
program completion would result in average predictepacts during the program of FCFA
20,706, close to the average treatment effecttheronvords, these results suggest tradeoffs
when trying to improve program effectiveness thiolngtter targeting. They highlight the
challenge in isolating a single targeting rule et “maximize” impacts both during and after
the program. This relates to a broader trade-dff/een the two objectives of the public works
program, namely its safety net role “during” thegmam and its productive dimension related

to post-program employment and earnings.

Analyzing patterns of heterogeneity

Given the important heterogeneity of impacts omiegs during the program, we want to learn
more about the differences between individualbéltottom and top quartile of the distribution
of predicted impacts. On the one hand, one cogdeathat individuals in the bottom quartile
should be explicitly excluded from the program. f@e other hand, these individuals decided
to participate in the program despite small eargaigs so they might benefit from the program

in other dimensions.
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It is not straightforward how one can use causadpredictions to summarize the differences
in characteristics associated with high versus fmatment effects. The functior(x) is
derived from non-parametric procedures, which makesficult to display differences in the
characteristics that matter most. Moreover, intgipg the structure of the covariate splits, say
for a given tree of the causal forest, could bdeaiding® (Mullainathan and Spiess, 2017). By
looking at the summary statistics for quartileshd distribution of treatment effects, Table 5
offers a way to grasp some of the most importaffier@dinces in terms of baseline covariates
between the two groups. The table investigateslifferences between the groups with lowest
(column 2) and highest (column 3) estimated coodél impacts on earnings during the
program by presenting the average of several lmeseharacteristics over the two groups as
well as for the sample of participants (column.@)@ present in column (4) the p-value for the
test of the hypothesis of no difference acrosseiyesups.

The table clearly shows differences in profilesAmetn individuals who benefit the least and
the most during the program. The share of womesigsificantly higher among the upper
guartile at midline (43%) than among the bottomrjiea(22%). A large set of characteristics
related to the financial status of the individualggest that the lower quartile was “better-off”
at baseline, whereas the upper quartile was pobhés.holds for assets, expenditures, savings
and earnings. There is a large difference in theksdf savings among individuals in the bottom
guartile of the distribution of predicted impactsidg the program (FCFA 48,115) and those
in the top of the distribution (FCFA 17,535). Sianly, the share of participants in the bottom
guartile saying they face credit constraints (4484huch lower than for applicants in the top
quartile (59%). Finally, the share of people wogkia substantially higher among the bottom
quartile (90%), compared to the top quartile (66B@seline earnings are four times higher for
the group in the bottom quartile compared to tipegioartile. Twice as many individuals in the
bottom quartile are engaged in independent aas/di baseline compared to the upper quartile
(respectively 49% and 23%).

Those who benefit the least during the program apfebe less financially constrained and

have a higher stock of savings. While they hawgdaforegone earnings than other participants,

56 Mullainathan and Spiess (2017) consider that the underlying structure (covariate splits) is part of what “we
do not learn” from machine learning. Although machine learning algorithms are stable in terms of prediction
quality, they are not in terms of model selection. It means that across trees within a forest, one can get similar
predictions based on very different partitions determined by covariates on which splits are performed. One
reason for that is the positive correlation across variables and with treatment effects, for example. It makes the
interpretation of the covariate splits highly challenging.
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they may be able to save a greater share of theame during the program, or they may be
able to better invest these savings into incomeageimg activities'. Table 4 and Figure 3
suggested earlier that those who benefit the thastg the program do not necessarily benefit
more than others on average after program compleiibe observed differences in baseline
characteristics suggest it is worthwhile explommgre how treatment effects on other outcomes
differ between the two groups, especially outconeéested to self-employment and productive
investments. By doing this, we highlight how maehiearning techniques can help tease out

mechanisms explaining program impéagts

Tables 6 and 7 present estimates of treatmentefbeca range of outcomes, first for individuals
in the upper quartile of (predicted) impacts omewys during the program (designated as “top
25%” group in Panel A), second for individuals e tlower quartile (designated as “bottom
25%” group in Panel B). Table 6 presents estimafdaseatment effects (ITT) for the main
outcomes during the program, while Table 7 contpos-program estimates. In both tables,
we report the coefficient and standard errors efitleraction between treatment and dummies
for the relevant quartitd which gives us the total treatment effect (IT®) the group of
interest. We also report the p-value of the tes¢éssing if the estimated treatment effect for the

relevant quartile is statistically different froimetestimates for the rest of the sample.

Columns (1) to (6) in Table 6 show that the top 25%up have the highest impact on wage
employment and related earnings. This is consistéht results in Table 5, which suggested
they were more vulnerable people less likely toehav activity prior to the program. Panel (B)
also confirms that the self-targeting mechanisnge8an the formal minimum wage failed in
the sense that it brought to the program a subgrtlg bottom 25%- for which impacts on
total earnings are close to zero and significaltlyer than for the other applicants (Column

(5))%°. Column (7) reveals interesting differences imf savings. Panel B suggests that the

57 It is also possible that these individuals may particularly benefit from the opportunity to save through the
bank accounts set-up by the program.

58 We follow here Davis and Heller (2017b), who explicitly use machine learning to test underlying mechanisms
relying on differential treatment response from disadvantaged youth who benefitted from summer jobs.
Indeed, if some subgroups are strongly affected in one dimension but negatively on another one, it will hard to
identify that while looking at average treatment effects. Compared to them, with look at mechanisms across
time (during the program versus post program) rather than across outcomes measured at the same moment.
9 Quartile dummies are based on the predicted treatment effect obtained for each individual using causal
forest algorithms. Appendix B details how assignment to quartile groups is made when using simulations of
several causal forests.

60 Note that for this table, column (5) is the outcome which was used in the causal forest algorithm to predict
treatment effects on earnings and therefore used to define the top 25% and bottom 25% groups. This can be
interpreted as an indirect test for detecting heterogeneity using causal forests, as implemented in Davis and
Heller (2017b). However, note that it is limited by the fact that (i) it tests for a linear interaction whereas the
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savings stock of the bottom 25% group increasenifgigntly more than for the other
applicants, while total earnings only marginallgrease, which represents an increase in the
marginal propensity to save. For this group, th@dot on savings is 25% higher than the
average impact. Individuals in the upper quartdpezience smaller increases in savings than
average, although the difference between this gamgithe rest of the sample is not statistically
significant. Finally, positive impacts on well-bgiare observed consistently across the top and
bottom quatrtiles, without statistical differenceshathe rest of the sample. This suggests that
gains in this other dimension are shared broadbsjrective of the magnitude of impacts on

earnings.

Overall, Table 6 confirms that, in the short rure program benefits a more vulnerable group
by offering a wage employment opportunity and regseéarnings and attract less vulnerable
people for which impacts are much more limited t#g¢ same time, impacts on savings open
the possibility that these better-off individualsght have opportunities to make productive
investments and improve their employment prospeites the program.

Table 7 investigates post-program impacts on aegafgoutcomes, including employment,
earnings, well-being and productive investmentfld & displays how post-program impacts
vary in the top quartile of the predicted shortxsteimpacts compared to the rest of the
population (Panel A), and similarly for the bottoquartile (Panel B). Overall, little
heterogeneity in employment and earnings is obge®ae exception is that individuals in the
bottom quartile — who had higher baseline levedafings, and saved a higher fraction of their
income during the program — are marginally morelliko be self-employed in the long run (+
7 pp, column (3)). Results also suggest that thegemlarger investments in independent
activities either by starting new activities regugr a higher amount of capital to start (column
(9)), or by investing in productive assets (colufdg)). Although the differences are not
statistically significant, partly due to large stand errors, the point estimates suggest that the
program nearly doubled the value of productive tas¢@ independent business) for this
specific group, and in comparison other applicamtested twice less. One caveat is that some
of the differences between this group and theakite sample are statistically weak. The last
column indicates that a substantial share of tiredependent activities are “new” businesses

forest searches for more complex relationships, (ii) quartile indicators are defined on an estimator, which is not
taken into account in the standard errors displayed. The results confirm the visual we had in Figure 2: strong
heterogeneity is detected for the bottom of the distribution, with smaller heterogeneity at the top.

47



launched after the end of the program, so that @tspan self-employment are not only driven

by pre-existing activities.

Overall, results on post-program impacts reveaitéichheterogeneity. Vulnerable individuals
who saw the largest gains in earnings and employmenng the program do not enjoy
relatively larger post-program gains. Similarlyftee-off individuals who saw smaller gains in
earnings during the program but nevertheless manigmobilize substantial savings do not
see post-program impacts on earnings, despite sigristhey are more likely to be self-
employed in slightly expanded activities. Littletérmgeneity on impacts on well-being are

observed either.

6.3. Alternative Targeting Rules

The analysis in this section so far suggests tksipility of targeting the program in alternative
ways that would improve contemporaneous programagtgpor post-program impacts on
income, but also highlights some trade-offs betwibese two objectives. It is also clear that
the targeting rules that would emerge from macHe®ning approaches would be too
complicated and expensive to implement, relyingrdarmation that is not easily observable
or verifiable and involving complex functions basedthis information, and hence of limited
practical relevance. An important follow-up poliguestion is therefore whether there are
simple targeting rules, or simple changes to thétaegeting procedure, that could be
implemented and come close to achieving the predlichpacts in the upper quartiles of the
distribution in Table 4 column (1) of Panel (B) @emporaneous program impacts) and
column (2) of Panel C (post-program impacts). Wdrasks this question in Table 8. In
particular, Table 8 presents average contemporanpoagram impacts on income (upper
panel) and post-program impacts on income (loweepdor specific sub-populations. For
reference, the first column displays averages etligpted impact on income over the whole
sample of participants. Similarly, columns (1A) @) report averages of the causal forest

predictions of impacts on income over the top digaand bottom quartile of the distribution.

One of the findings from Table 5 was the greatkatinge representation of women in the subset
of the population that benefit the most duringphegram. What if only women had been able

to apply for the program? Column (3) in Table 8wstdhat such a change to the program
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participation rule would improve impacts both dgriand after the program. In particular,
average impacts on income during (after) the progreould be FCFA 37,150 (FCFA 8,258)
if the randomized assignment had been restrictddn@le applicants. This corresponds to a
77% improvement in average estimated impacts omngharogram income and a 46%
improvement in post-program impacts compared tdoanzed assignment of both men and

women. The point estimates are not statisticaffed@nt from the machine learning benchmark.

As we discussed above, one of the reasons whyasgkting might have led many non-poor to
apply to the program is that the wage was setastditutory minimum wage, well above hourly
rate for many in the informal sector. What if accesthe program had been randomized among
those, men and women, willing to participate aivadr wage rate? We can, albeit imperfectly,
explore this question. Indeed, our endline sunalis garticipants whether they would have
participated in the workfare program for a FCFAQDXdaily) salary instead of the offered
FCFA 2,500. While it is clearly suboptimal to stutsterogeneity of effects based on a variable
measured at endline, we note that identical propwstin treatment and control groups agreed
to the idea of participating at the lower wage. ®hijle it is somewhat speculative to run
heterogeneity analysis based on such a charaaietisemains interesting to consider because
self-selection is central to workfare progr&nResults are displayed in column (2) of the table.
We see that here again there is a substantial iraprents in both contemporaneous and post-
program impacts. Average impacts would have reaét&dA 32,076 at midline and FCFA
8,121 at endline if a random sample of only thodéng to work for FCFA 1,500 had been
selected. Here again, the point estimates ardatigtecally different from the machine learning
benchmark.

Importantly, we should note though that this iswbat the effect of a workfare program paying
FCFA 1,500 would have given. Indeed, these aree#itaings impacts, during and after the
program, among those willing to participate at FCIE300 but actually being paid FCFA 2,500.
Hence, while self-selection would have been bétteh lower foregone earnings) had the wage
paid to program participants been set below thermim wage, the value of the program for
the participants, at this lower wage, would haverbeeduced. In other words, while lowering
the offered wage improves the self-targeting, sbaleduces the transfers, and hence program
benefits, to this better targeted group. This ie ohthe key tradeoff embedded in the self-

51 We implemented some robustness checks by examining results not based on the endline binary variable but
on a prediction of this variable, using baseline covariates. The (linear) prediction model is estimated on the
control group (expecting that their answer to this question is not affected by their treatment status) and
applied to the treatment group. The results are similar.
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targeting logic behind workfare programs. If thisrer a one-shot game, policymakers might
have been able to surprise program applicants érgea FCFA 1,500 wage with a higher
actual wage and hence mimic the results aboverlglgugh, in a realistic repeated game

setting, such a practice would certainly not be¢asoable.

While self-targeting may offer the cheapest targetpproach, what about simple targeting
rules based on a few predictors of baseline incomg®here is limited churning in the
distribution of income over a period of time asrlag the length of this program (6-7 months),
those with the lowest baseline income are likelyréaoe the lowest income at midline absent
program participation. In columns (4) and (5) oblea8, we experiment with two approaches
to directly target the poor. First, we assess irtgpdaring and after the program among those
that report baseline earnings in the bottom quacfitthe distribution (column (4)). Second, we
use the machine learning methods outlined abopeddict baseline earnings among program
applicants using a limited set of covariates that laoth easily observable and not easily
manipulated, including gender, age, household chexatics and assets. We then assess
program impacts among participants in the lowestrtija of this distribution of predicted
baseline income. This second approach is meantrntocrthe proxy means tests that are often
used when targeting safety nets to the poor, arré nobust to misreporting than self-reported
income. Columns (4) and (5) show that the midimpacts would match predicted impacts in
the upper quartile of the predicted impacts distidn at midline under either of these targeting
rules. Targeting the 25% with the smallest basedeléreported income leads to an average
expected impact on income during the program of AGE,695; targeting the poor based on
the 25% lowest predicted income leads to an avesagected impact on income during the
program of FCFA 36,822. Targeting based on a ptegyfor income leads to estimated post-
program impacts that are roughly comparable taictisiy program participation to women,

and not statistically different from the machinarl@ng benchmark.

The previous analysis has shown that the allocatioprogram slots can be substantially
improved with better self-targeting or targetindess The machine learning heterogeneity
analysis suggests that optimal targeting wouldedifbased on the outcome of interest
(contemporaneous or post-program) and that trafdevofl appear. Yet the consideration of
alternative targeting rules suggests no sharp-offideIn other words, targeting those that will
benefit the most in one dimension does not leddrtgeting those that will benefit the least in
another dimension. Our results in Table 8, withekeeption of the result in column (3), are
consistent with this. We can substantially impraneacts during the program through better
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targeting, at no large costs, in terms of postqaog impacts. Furthermore, any of the

alternative targeting rules performs as well asntlaehine learning benchmark.

7. Cost-effectiveness

The estimated direct economic impacts of the prmgoa youths’ earnings can be used to
perform cost-effectiveness calculations. The totats per beneficiary for the basic public
works program amounts to FCFA 660,478 ($1321), mittv FCFA 354,166 ($708) are direct

transfer to beneficiaries, FCFA 255,189 ($510) @tteer direct costs (material, team leaders
and supervisors, basic life skills training), ar@HA 51,123 ($102) are indirect management
cost§? For the public works only, the contemporaneousaiots on earnings are estimated at
approximately FCFA 20,900 ($42) and the post-pnogiapacts on earnings at FCFA 4,100
(8.2%) per month.

Table 9 presents the main results from cost-eWfecess calculations. Assuming that the
contemporaneous impacts are constant during theomth® of the program, and that the
estimated post-program impacts are constant fot 3h@onths after the end of the progfdm
the discounted total impacts on earnings (over 86ths) is estimated at FCFA 206,695 ($42).
The cost-effectiveness ratio for the interventien3i2, meaning that the average cost per
beneficiary is 3.2 times higher than the averagealinted direct impacts on earnings. This
poor cost-effectiveness ratio is not surprisingegivhat the net earnings gains are only 42% of

the average monthly transfer amounts during thgrara, and that the cost of transfers only

62 Cost-effectiveness calculations presented in that section are performed for the public works only (without
complementary basic entrepreneurship training or jobs search skills training). The comparisons of relative cost-
effectiveness between scenarios remain similar if considering cost and impacts from the pooled treatment
instead.

63 We compute a discounted sum of impacts on total earnings from program starts (month 1) up to 13 months
after exit from the program (month 20) which corresponds to the moment when post-program impacts are
measured. This is conservative in the sense that we make no assumptions for what happen after month 20 (or
equivalent to zero-impact assumption). The following assumptions are used for the calculations:

H1 : contemporaneous program impacts ﬁD”ring correspond to the impact on earnings at the end of month 4
and this impact is constant (up to a monthly discount factor) over the program period (month 1 to month 7)
H2 : post-program impacts 875t correspond to the impact on earnings at the end of month 13 and this impact
is constant (up to a monthly discount factor) from the end of the program (month 8) to the endline survey
(month 20).

H3 : the annual discount rate is equal to 1/ (1 + §), with § = 10%. Using monthly discount factors, p =

1/(1 4 8)Y/12 .

Finally, the total discounted impact flow (DIF) is : DIF = Y7_,(p*~* x pPuring) 4 Y13 (pk=13 x pPosty ith
BP¥Tng (respectively f795¢) the contemporaneous (respectively post-program) ITT estimates of monthly total
earnings impact.
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represents 54% of overall program costs. To highlige poor average cost-effectiveness of
the program in another way, the post-program ingpalserved after 13 months would need to
be sustained for 22.9 years for the program toosé effective based on net earnings gains for

youths.

This cost-effectiveness analysis should be consttladower-bound as it does not account for
non-economic benefits such as those on psychologetbbeing or behavior mentioned above,
or other externalities from the program, includthg indirect benefits of roads rehabilitation.
Nevertheless, they provide a benchmark to assessotft-effectiveness of potential program
improvements such as the implementation of alteraairgeting mechanisms, in particular if
we consider in a first-order approximation that fsmonomic benefits and externalities are

similar across these potential improvements.

Table 9 indicates how adjustments in program targetvould strongly improve cost-
effectiveness. In light of the strong observed togfeneity in impacts (at least during the
program), cost-effectiveness improves strongly sxrtéhe various targeting approaches
considered. Compared to the benchmark scenario selhtargeting based on the formal
minimum wage, the total discounted total impacteamings more than double (from FCFA
206,695 to FCFA 418,961, or $413 to $838) understtemario of selecting youths with low
predicted baseline earnings. Large improvementsak@ observed under other alternative
selection criteria, including those that proxy sadfection based on a lower wage, target women
only, or target based on self-declared baselineimgs. Overall, the cost-effectiveness ratio
would improve from 3.2 to between 1.6 and 2 basedireer program targeting. The years
needed to sustain post-program impacts for impattgouths’ earnings to justify investments
in the program would go down from 22.9 to betweean8 5.5. While the analysis cannot
decisively indicate which targeting scenario wouhdximize cost-effectiveness given the
confidence intervals around the impact estimatel®ds highlight strong improvements in cost-

effectiveness when departing from self-targetinggloleon the formal minimum wage.

8. Conclusion

The Cote d’'Ivoire public works program we have eatd shares many of the features of other
public works program that have been adopted througtihe developing world in response
transient negative shocks such as those induceclifatic shocks or episodes of violent
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conflicts. It provided a few months of employmentroad rehabilitation to those willing to
work at the stated wage. Our analysis, relying aaralomized control trial as well as the
collection of rich data before, during and aftee forogram, has allowed us to assess the
effectiveness of these programs in lifting par@étipg youth, both economically and

psychologically.

Results show that program impacts on employmentimrgeed to contemporaneous shifts in
the composition of employment towards the publickgowvage jobs, with no lasting post-
program impacts on the level or composition of eyplent. However, participation in the
program does raise earnings and psychological etlg, both during the program but also,
and maybe most importantly, after program comptetiBost-program earnings gains are
mainly achieved through more vibrant small-scalieegmeneurial activities, likely boosted by
the additional savings participants were able tuseduring the program, but also possibly by

other skills that were developed through the wask&nd related complementary training.

However, the program as currently implemented lidrfan cost-effective when benefits are
measured solely based on the earnings gains d# farticipating. This is primarily due to the
fairly high indirect cost of implementing public wks programs compared to more traditional
welfare programs, but also due to the use of sifeion mechanisms based on the formal
minimum wage. Many of the individuals who applyp@articipate in the program are already
employed, consistent with the widespread undereynpdmt challenge and limited
unemployment in Sub-Saharan Africa. In an envirommeghere informal employment is
rampant, many of those who already have some fdrotaupation self-select into a public
works program that offer higher earnings (even éyiqpg the formal minimum wage), as well
as potential non-economic benefits on psychologiel-being and behavior. In this context,
the program has very small average impacts on emmant or hours worked, leading to large

foregone earnings.

A basic framework to consider self-selection medras shows that a reasonable theoretical
expectation is that the impact on earnings is almeso for the ‘marginal’ participant, and
equal to the amount of the transfer for those wiloutside employment opportunities. In this
context, the distribution of individual impacts oviee population is likely to vary substantially.
Consistent with this, we demonstrate, using newhodg from machine learning, large
heterogeneity in program impacts during the prognaith more modest heterogeneity after
the program. In fact, heterogeneity in program ictp@n earnings during the program are so
large that they suggest that improvements in targes a first-order program design question,
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and perhaps a more critical issue than other pnoglasign aspects such as those related to

program content like the value-added of complenmgrstalls training.

Results from machine learning technigues suggetsnpal trade-offs between maximizing
contemporaneous and post-program benefits. Yatitadl heterogeneity analysis shows that
a range of practical targeting mechanisms perfamwell as the machine learning benchmark,
leading to stronger contemporaneous and post-progemefits without sharp trade-offs. This
implies that cost-effectiveness could be boosteddparting from self-targeting based on the
formal minimum wage. Indeed, we show that a ranggotential self-targeting or targeting
rules, which could be implemented at minimum addgi costs, could substantially raise cost-
effectiveness as measured solely based on earngags. Still, even with this improved
targeting, post-program impacts would still needb&sustained for at least 3 years for the

program to be cost-effective based on participagasnings gains alone.

Does it mean that public works program are not @ While our results so far could be
interpreted that way, this is under the importaateat that the cost-effectiveness ratios we
currently estimate are based on participants’ egrailone, with zero impacts on earnings
assumed beyond 13 months after the program. Theeffestiveness calculations are also
conservative as they do not include other sociakhes of the public works program, such as
the value of the new or upgraded infrastructuréherreduction of negative externalities (for
example, incapacitation effects leading to reductiocrime or illegal activities) the program
may have generated. These additional benefitsieveed as one of the advantage of workfare
programs compared to traditional welfare, althoubhy are rarely formally evaluated.
Accounting for such externalities, a public workegram with improved targeting may well
become cost-effective. It may be particularly skgiar politically desirable if social planners
put a high weight on externalities and non-econcsomal benefits related to social cohesion
relative to direct economic benefits. In future wowe will attempt to provide a back-of-the
envelope calculation as to how much these additlmer@efits might need to be to justify public

works from a cost-benefit perspective.
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Table 1: Sample compared to National Population

Public Works (THIMO) National Labor Survey 2013

Midline survey data Youth 18-30
Control group Urban areas
Employment status (primary occupation)
Inactive 7,8% 34,9%
Active 92,2% 65,1%
Unemployed 6,0% 16,0%
Wage employment (including informal) 50,6% 25,1%
Self employment (non agricultural) 26,8% 39,2%
Self employment in agriculture 2,2% 4.7%
Others 14,0% 15,0%
Education (diploma)
No diploma 47.5% 471%
CEPE (completed primary school) 22 8% 21,7%
BEPC (completed middle school) 16,8% 18,5%

BAC or more (completed secondary school) 12,1% 12,7%




Table 2: Balance checks and Summary statistics

(1) (2) (3)

(4)

()

Treatment  Control Test Test across  Nb
group group (1)-(2) 4 Arms  Obs.
(pooled) (p-value)  (p-value)

Individual characteristics
Live in urban area 94,2% 92,7% 0,14 0,22 4 099
Age 24,61 924,56 0,58 0,16 4099
Nationality : Ivorian 95,5% 96,9% 0,04 0,08 4 099
Nb of children 0,80 0,82 0,70 0,90 4099
Education
Did not complete primary school (No diploma) 46,9% 48,1% 0,56 0,88 4 098
Has completed primary school (CEPE) 24,8% 22.8% 0,19 0,61 4 098
Has completed middle school (BEPC) 18,0% 16,6% 0,31 0,30 4 098
Has completed secondary school (BAC or +) 10,1% 12,3% 0,06 0,28 4 098
Is a student 4.9% 7,6% 0,00 0,04 4 099
Previous Vocational Training 38,8% 41,2% 0,16 0,11 4 096
Including : traditional / informal apprenticeship 73,2% 71,2% 0,52 0,67 1613
Household
Household size (total number of members) 6,03 6,05 0,92 0,52 4 097
Number of rooms 3,16 3,17 0,87 0,66 4099
Nb of children (<18 ans) 2,00 1,96 0,51 0,77 4 099
Is head of household 24,8% 23,5% 0,46 0,85 4 099
Share of members working (last 7 days) 55,5% 55,9% 0,62 0,86 4097
Household Assets (total number) (last 3 months)
Total 13,86 13,85 1,00 0,18 4 099
Transport 0,73 0,79 0,26 0,11 4 099
Agriculture 4,71 4,64 0,91 0,25 4 099
Household Equipment 1,64 1,65 0,08 0,65 4099
Communication 6,77 6,78 1,00 0,90 4 099
Savings
Has Saved (last 3 months) 48,6% 49,8% 0,57 0,79 4 099
Share of formal savings (among those who saved) 25,5% 25,6% 0,57 0,94 1988
Has a Savings Account 11,2% 10,4% 0,47 0,83 4 099
Savings Stock (FCFA) 98 777,05 26 843,99 0,37 083 4042
Face Constraints to repay loans 19,9% 23,1% 0,03 0,22 4 099
Face Constraints to access credit 49,9% 49,8% 0,96 0,66 4099
Constraints and expenditures
Nb of days with no meals (last 7 days) 0,83 0,79 0,46 0,80 4 099
Highly constrained for basic needs expenditures 70,3% 73,8% 0,04 0,15 4 099
Transportation expenditure (last 7 days) 1924,28  1772,95 0,15 0,59 4 095
Communication expenditure (last 7 days) 1731,15 1 623,06 0,36 0,88 4 092
Employment
Has an activity 79,1% 80,5% 0,28 0,37 4 099
Searched for a job (last 6 months) 76,9% 78,9% 0,17 0,20 4 099
Risk and Time preferences
Risk aversion level (scale 0 to 10, 0=very averse) 4,69 4,74 0,66 0,43 4 099
Is Risk averse (based on lotteries) 74,0% 71,6% 0,18 0,19 4099
Patience level (scale 0 to 10, 10=very patient) 3,33 3,42 0,39 0,81 4 095
Preference for present (actualization rate for 1 month) 0,57 0,57 0,95 0,46 4 099
Cognitive Skills (% success in answers or tasks at each test)
Raven test (deduction) 23.4% 23,4% 0,92 0,09 4 093
NV7 test (spatial vision) 97,0% 26,4% 0,24 011 4099
Dexterity (sorting nuts test) 38,0% 37,4% 0,02 0,03 4 094
Dexterity (nuts and bolts test) 33,4% 33,7% 0,21 0,26 4 083




Table 3: Estimated impacts during and post program

1) 2 (3) (4) (5) (6) (7) (8) 9) (10) (11) (12) (13)
Has an  Wage Employed Self Employed Total Hours Hours worked Hours worked Total Earnings Earnings in Earnings in Total Savings Well Being Behavior
Activity (in at least (in at least worked in Wage Empl.  in Self Empl. in Wage Empl. in Self Empl. Expenditures (stock) index index
1 activity) 1 activity) (weekly) (weekly) (weekly) (monthly) (monthly) (monthly) (monthly) (z-score)  (z-score)
Panel A : Impacts during the program (~ 4,5 months after program starts)
Public Works Treatment (ITT) 0.12%* 0.44*** -0.09*** 3.49*** 14.04* -6.71%* 20885.31*** 35385.33*** -12624.85*** 15085.18***  39633.27*** 0.20%** 0.13**
(0.01) (0.02) (0.02) (1.19) (1.21) (0.89) (6194.08) (3699.69) (4633.09) (1552.68)  (3086.16) (0.04) (0.04)
LocXGender Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Mean in Control 0.86 0.53 0.33 40.93 22.90 12.19 60051.55 30916.20 25713.13 48043.04 21751.72 0.00 -0.00
Observations 2958 2958 2958 2958 2958 2958 2912 2912 2912 2945 2958 2934 2946
Panel B : Post program impacts (pooled treatment) (12 to 15 months after program ends)
Public Works Treatment (ITT) 0.01 0.01 0.01 1.21 -0.27 1.36 5621.62** -972.88 6223.36*** 1916.44 10833.24** 0.09** 0.00
(0.01) (0.02) (0.02) (1.29) (1.18) (1.14) (2422.04) (1347.95) (2125.11) (1503.10)  (4511.48) (0.04) (0.04)
LocXGender Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Mean in Control 0.87 0.55 0.33 42.27 24.13 13.23 48463.49 25352.70 19718.45 52227.70 54437.32 0.00 -0.00
Observations 3934 3934 3934 3934 3934 3934 3934 3934 3934 3814 3934 3932 3933
Panel C : Post program impacts (by treatment arms) (12 to 15 months after program ends)
Public Works Treatment (ITT) (PW) 0.01 0.01 0.00 -0.45 -0.33 -0.28 4100.49 -244.47 3736.88* 1810.96 11097.87* 0.12** 0.05
(0.02) (0.02) (0.02) (1.60) (1.59) (1.26) (2731.38) (1635.02) (2213.02) (1668.30)  (5176.12) (0.05) (0.05)
Self-Empl. training (SET) -0.00 -0.02 0.02 3.07 0.85 2.18 3426.76 -1588.54 6525.02** -545.44 4776.90 -0.01 -0.06
(0.02) (0.03) (0.03) (1.90) (1.91) (1.54) (3281.93) (1676.43) (3240.86) (1510.02)  (6098.60) (0.05) (0.05)
Wage-Empl. training (WET) -0.00 0.01 0.01 2.11 -0.66 2.90* 1324.74 -686.35 1249.14 865.97 -5561.65 -0.09** -0.09*
(0.02) (0.02) (0.03) (1.78) (1.65) (1.63) (3208.97) (1543.17) (3151.02) (1737.47)  (5831.31) (0.04) (0.05)
LocXGender Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Mean in Control 0.87 0.55 0.33 42.27 24.13 13.23 48463.49 25352.70 19718.45 52227.70 54437.32 0.00 -0.00
p-value PW+SET=0 0.558 0.703 0.470 0.161 0.746 0.244 0.026 0.248 0.002 0.468 0.009 0.025 0.858
p-value PW+WET=0 0.524 0.507 0.644 0.301 0.506 0.109 0.102 0.583 0.118 0.172 0.347 0.433 0.459
p-value SET=WET 0.982 0.332 0.815 0.631 0.390 0.722 0.598 0.584 0.201 0.435 0.109 0.126 0.579
Observations 3934 3934 3934 3934 3934 3934 3934 3934 3934 3814 3934 3932 3933

Robust standard errors clustered at (large) brigade level

Earnings, Expenditures and Savings are in FCFA and winsorized at 99%. Hours winsorized at 99%.

*p<.1,* p<.05 ** p< .01



Figure 1: Quantile Analysis of Treatment effects on Earnings
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Figure 2: Distribution of the predicted (conditional) treatment effect on monthly earnings, ob-
tained by a causal forest model
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Note : Predicted (conditional) treatment effects obtained by 30 causal forest simulations,
predictions made on test sample and averaged across simulations. The solid line represents the
mean for each distribution, the dashed lines represents first and third quartile, delimiting bottom
25% and top 25% of the distribution.



Table 4: Heterogeneity in predicted impacts during and post program

During program Post program

(1) (2)

Total Earnings Total Earnings

(monthly) (monthly)

Panel A : Predicted impact obtained by causal forests

Mean (predicted CATE 72097 20 230 4914
Standard deviation (predicted CATE 7% 7 614 2713
ITT estimates (presented for comparison) 20 885 5 621
Panel B : By quartile of predicted impacts in earnings during the program
Mean (7°°“F) in quartile 1 (0 to 25%) 9 934 4 762
Mean (7%°“") in quartile 2 (25 to 50%) 19 033 4 878
Mean (7%°°") in quartile 3 (50 to 75%) 23 527 4 969
Mean (7°°“F) in quartile 4 (75 to 100%) 28 622 5119

Panel C : By quartile of predicted impacts in earnings post program

Mean (7; BOCF) in quartile 1 (0 to 25%) 19 160 1475
Mean (7*°“F) in quartile 2 (25 to 50%) 20 317 4130
Mean (7°°“F) in quartile 3 (50 to 75%) 20 657 5 807
Mean (7°°“F) in quartile 4 (75 to 100%) 20 706 8 329

Note : Causal Forest predictions (7,°°“") are estimated on the test sample for each forest,
then averaged across the 30 causal forest models (with different training/test sample splits).

Figure 3: Predicted impacts on earningsduring Vs post program
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Note : Predicted (conditional) treatment effects obtained by 30 causal forest simula-
tions, predictions made on test sample and averaged across simulations. For presentational
purpose, the scatterplot is truncated for points above (resp. below) 99th (resp. 1st) per-
centile.



Table 5: Baseline characteristics, for bottom and top quartile of predicted impacts during the
program

(1) (2) (3) (4)

Mean in  Mean in 1st quartile Mean in 4st quartile P-value
treatment  of predicted impacts of predicted impacts (2) - (3)

(reference) during program during program
Individual characteristics
Gender 32% 22% 43% 0,00
Age 24,60 95,07 93,81 0,00
Nb of children 0,94 0,91 0,96 0,00
Live in urban area 30% 80% 5% 0,22
Education
Did not complete primary school (No diploma) 47% 50% 42% 0,00
Has completed primary school (CEPE) 25% 25% 25% 0,74
Has completed middle school (BEPC) 18% 14% 23% 0,00
Has completed secondary school (BAC or +) 7% % ™% 0,65
Previous Vocational Training 39% 49% 29% 0,00
Household
Household size (total number of members) 6,03 8,12 4,69 0,00
Is head of household 25% 19% 29% 0,00
Assets (Household level, last 3 months)
Total Nb of Assets 13,87 22,02 8,10 0,00
Nb of Transportation assets (aggregated) 0,74 1,33 0,33 0,00
Nb of Agricultural assets (aggregated) 4,71 8,29 2,07 0,00
Nb of Household Equipment (aggregated) 1,65 2,60 1,00 0,00
Nb of Communication assets (aggregated) 6,78 9,80 4,71 0,00
Employment
Has an activity 79% 90% 66% 0,00
Is engaged in wage-employment 34% 1% 28% 0,00
Is engaged in self-employment 36% 49% 23% 0,00
Total nb of activities 0,98 1,20 0,76 0,00
Total Earnings (monthly) 18 043,95 32 190,24 7 553,91 0,00
Savings, Constraints and Expenditures
Has Saved (last 3 months) 48% 53% 46% 0,00
Savings Stock (FCFA) 28 637,17 48 115,37 17 535,29 0,00
Has a Savings Account 11% 15% 9% 0,00
Face Constraints to repay loans 20% 20% 19% 0,48
Face Constraints to access credit 50% 44% 59% 0,00
Transportation expenditure (last 7 days) 1909,77 2 989,97 1 047,59 0,00
Communication expenditure (last 7 days) 1 723,40 2 925,42 876,18 0,00
Treatment 100% 75% 74% 0,62

Nb of observations 3020 1101 1129




Table 6: Impacts during the program on main outcomes, for top and bottom quartile of predicted impacts on earnings during the program

(~ 4,5 months after program starts)

(1) (2) (3) (4) (5) (6) (7) (8)
Has an  Wage Employed Self Employed Total Earnings Earnings in Earnings in Savings Well Being
Activity (in at least (in at least in Wage Empl. in Self Empl. (stock) index
1 activity) 1 activity) (monthly) (monthly) (monthly) (z-score)
Panel A : Top 25% group (top quartile of predicted impacts on earnings during the program)
Treatment * Top 25% (Q4) 0.16*** 0.50%** -0.11*** 24797.19** 43337.86*** -17147.72**  33972.37*** 0.24***
(0.02) (0.03) (0.03) (9965.05) (6857.94) (6598.99)  (6427.17) (0.07)
Treatment * Rest 0.11%* 0.41*** -0.08*** 1924711 32257.10%** -10917.21* 41655.63*** 0.18***
(0.01) (0.02) (0.02) (7251.80) (4238.61) (5686.54)  (2966.60) (0.05)
LocXGender Yes Yes Yes Yes Yes Yes Yes Yes
Mean in Control for Q4 0.82 0.46 0.31 47138.63 23195.45 21915.20 20261.49 -0.10
Mean in Control for Rest 0.88 0.56 0.34 65378.47 34101.21 27279.87 22371.09 0.04
P value ( T*Q4 = T*Rest) 0.06 0.01 0.50 0.63 0.16 0.45 0.23 0.46
Observations 2957 2957 2957 2912 2912 2912 2957 2933
Panel B : Bottom 25% group (bottom quartile of predicted impacts on earnings during the program)
Treatment * Bottom 25% (Ql) 0.10* 0.43*** -0.08** 2425.74 19605.94** -14798.41 50286.69*** 0.20%**
(0.02) (0.03) (0.03) (13762.03) (7990.53) (11139.81)  (5149.37) (0.07)
Treatment * Rest 0.13*** 0.44*** -0.09*** 28052.85*** 41550.13*** -11817.96**  35344.64*** 0.19***
(0.01) (0.02) (0.02) (6356.25) (3959.95) (4727.67)  (3479.50) (0.05)
LocXGender Yes Yes Yes Yes Yes Yes Yes Yes
Mean in Control for Q1 0.90 0.54 0.39 85917.29 44265.23 37664.54 25664.42 0.05
Mean in Control for Rest 0.85 0.53 0.31 49989.63 25723.35 21063.96 20255.87 -0.02
P value ( T*Q1l = T*Rest) 0.13 0.75 0.70 0.09 0.01 0.81 0.01 0.92
Observations 2957 2957 2957 2912 2912 2912 2957 2933

Robust standard errors clustered at (large) brigade level. Earnings and Savings are in FCFA and winsorized at 99%.

*p<.1,* p< .05 % p< .01



Table 7: Impacts post program on main outcomes, for top and bottom quartile of predicted impacts on earnings during the program (12
to 15 months after program ends)

1 2 (3) (4) (5) (6) (7) (8) (9) (10) (11)
Has an  Wage Empl.  Self Empl. Total Earnings in Earnings in ~ Well Being ~ Value of  Total start-up Personal (start-up) Launched a
Activity  (in at least  (in at least ~Earnings in Wage Empl. in Self Empl. index productive capital for capital for new business in
1 activity) 1 activity) (monthly) (monthly) (monthly) (z-score) assets this activity this activity the last 1.5 yrs
Panel A : Top 25% group (top quartile of predicted impacts on earnings during the program)
Treatment * Top 25% (Q4) -0.02 0.01 -0.04 5973.71 -515.15 6903.74* 0.00 5272.59 9778.31** 10428.74*** 0.05
(0.03) (0.04) (0.04) (4838.79) (2153.34) (4168.86) (0.07) (3528.48) (4685.93) (3534.35) (0.03)
Treatment * Rest 0.02 0.00 0.04 4863.97 -1427.42 5797.50** 0.12** 9562.68*** 9977.58** 9798.56*** 0.06***
(0.02) (0.02) (0.02) (3348.50) (1931.49) (2768.06) (0.05) (2704.16) (4283.76) (2684.16) (0.02)
LocXGender Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Mean in Control for Q4 0.85 0.50 0.35 38734.60 19694.82 16541.44 -0.01 12326.48 20698.05 12059.25 0.23
Mean in Control for Rest 0.87 0.58 0.32 52651.72 27724.63 20981.72 0.01 14634.52 28168.35 18785.19 0.22
P value ( T*Q4 = T*Rest) 0.19 0.74 0.08 0.86 0.76 0.83 0.18 0.32 0.97 0.89 0.71
Observations 3733 3733 3733 3733 3733 3733 3731 3733 3733 3733 3733
Panel B : Bottom 25% group (bottom quartile of predicted impacts on earnings during the program)
Treatment * Bottom 25% (Q1) 0.03 -0.00 0.07* 3424.38 -2895.16 8510.54* 0.16** 13171.53**  17450.86*** 13705.28*** 0.13***
(0.03) (0.04) (0.04) (5753.57) (3262.03) (4955.64) (0.08) (4682.82) (6429.07) (4548.48) (0.03)
Treatment * Rest 0.01 0.01 -0.00 6012.68** -435.90 5252.29** 0.06 6568.02*** 7096.12* 8614.20*** 0.03
(0.02) (0.02) (0.02) (2771.35) (1640.05) (2399.66) (0.05) (2278.01) (3893.88) (2391.87) (0.02)
LocXGender Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Mean in Control for Q1 0.89 0.60 0.32 61815.22 30773.61 24273.87 -0.00 16660.28 30388.52 21607.82 0.16
Mean in Control for Rest 0.86 0.54 0.33 43586.81 23364.19 17946.33 0.00 12934.51 24351.26 15028.36 0.25
P value ( T*Q1 = T*Rest) 0.51 0.86 0.10 0.68 0.50 0.54 0.23 0.18 0.16 0.31 0.01
Observations 3733 3733 3733 3733 3733 3733 3731 3733 3733 3733 3733

Robust standard errors clustered at (large) brigade level. Earnings, Asset value and Capital are in FCFA and winsorized at 99%. Treatment pooled across arms.

*p<.d, ¥ p<.05 *p< .01



Table 8: Summary of average impacts on earnings under alternative targeting approaches

Randgm Mgchlne Learning SEH Selection based on baseline characteristics
selection prediction cond. on X selection
(0) 1) (A) 1) (8) @) B ) (5)
Treated Mean (7¢F) in  Mean (7°F) in Low Women  Low baseline  Low baseline
(ITT) 4" quartile 15t quartile  reservation earnings earnings
wage for (self-declared)  (predicted)
(random 25%) (top 25%) (bottom 25%) PW (bottom 25%)  (bottom 25%)
Panel A : During the program
Impact on total earnings (monthly) 20 885*** 28 622 9934 32 076 37 150™** 32 695** 36 822%*
(se) (6 194) (6913) (6 257) (7 738) (9 519)
N 2912 2912 2912 2912 2912 2912 2912
Panel B : Post program
Impact on total earnings (monthly) 5 622** 8 329 1475 8 121** 8 259** 13 305* 8 845**
(s.e) (2 422) (2 511) (3 556) (4 381) (4 506)
N 3934 3 862 3733 3934 3934 3934 3934

Column (1) (A and B) : 7¢F is the predicted treatment effect on earnings (conditional on covariate set X) when applying causal forest model on the test sample.
Predictions are averaged across 30 simulations on different training/test splits of the data ; quartile groups are determined across simulations following a methodology
described in B.3.1.

Column (2) : Outcome variable is a dummy for people who answered they would participate in the program if the wage was set to 1500 rather than 2500 FCFA / day.
45% willing to participate for lower daily wage. Variable measured at endline : balanced across treatment / control. Robustness checks done using the prediction

of this variable on the control group, applied to the treatment.

Column (5) : Prediction using a restricted set of observable and non easily manipulated characteristics (gender, age, household characteristics and assets).

Random forest algorithm.

Standard errors clustered at (large) brigade level for treated and individual level for control. For Post impacts, treatment is pooled across arms.

*p<.,* p<.05 *** p<.01

Table 9: Cost-Effectiveness Analysis

1) @) (3) (4) (5) (6)
Survey measure Survey measure Cumulated — Administrative data Cost Nb of Years
Impact on earnings Impact on earnings Impact on Total Public Effectiveness after the
during the program post program earnings Works cost per Ratio program to
(pPuring) (pFest) (over 20 mths) beneficiary (4) / (3)  be break-even
Current program (randomized) 20 885 4100 206 695 660 478 3,2 23
Alternative Selections :
(A) Low Reservation Wage for PW 31926 7409 332 790 660 478 2,0 6
(B) Women 37 314 7 998 379 191 660 478 1,7 4
(C) Low baseline Earnings (self-declared) 32492 11 518 397 354 660 478 1,7 3
(D) Low baseline Earnings (predicted) 36 577 11 043 418 941 660 478 1,6 3

(3) Discounted sum of impacts on total earnings from program starts (month 1) up to 13 months after exit from the program (month 20).

Computed as Elzl(pH * fPuring) 4 Zf_n:g(pk’m * BP0st) | with BPUrn9 (respectively B7°%t) the during (respectively post-program) ITT estimates of monthly earnings impact.
p is the monthly discount factor. p = 1/(1 4 §)/12) § =10%

(4) : Costs include both administrative implementation costs and the direct transfer made to beneficiaries.

(6) : Assuming (discounted) 47" monthly impact after month 20, this is the number of years until total costs (4) equal cumulated impact on earnings (computed as (3)).

(A) : Group of individuals who answered they would participate in the program if the wage was set to 1500 rather than FCFA 2500 / day.

(C) : Bottom 25% of the distribution of baseline self-declared earnings.

(D) Bottom 25% of the distribution of baseline predicted earnings. Prediction using a restricted set of observable and non easily manipulated characteristics

(gender, age, household characteristics and assets). Random forest algorithm.



Appendix A Description of the weights

We describe in this appendix the weights used in the estimations. They depend on the survey
used (midline or endline data), the treatment status, the locality. All specifications in the paper
use these weights. We provide a summary of the weights used with midline and endline data in
A5,

A.1 Randomization weights
A.1.1 First level of randomization : public lotteries

First, we consider weights related to the random selection into the program. Such weights should
take into account the specificity of each public lottery held.

Our objective is to estimate an equation of the following type with weight w; :
(1) yi = a+ 0T + u;
One can easily check that estimator b is obtained as :

Zz‘,T:l WilYi Zi,T:O WiY;

Zi,T:l W; Zi,T:O Wy

(2) b=

There are K different public lotteries ! with N, individuals participating to each lottery. Let’s
note Ny the individuals from lottery k selected in the program (we will call them ‘treated’) and
Ny those who are not selected, with N, = Ny + Nig. Among the Nyg , Nyos are randomly selected
to be surveyed and constitute the ‘control group’ of the experiment. The size of the population
of lotteries” participants is Np, with Np = >, N = Ny + Ny. The size of the survey sample for
the experiment is Np = >, Ny + Nyos = N1 + Nos.

We can rewrite equation (2) with weight wy; (i = Og; 1 according to treatment status) assigned to
individuals of the survey sample :

k1 —kO
Z;c W1 N1y . Zk Wros NkosY"°

3 =
( ) Zk W1 N1 Zk Wios Nkos

To ensure this estimator can be interpreted as the weighted sum of the impact for each lottery,
the following condition should hold :

(4) Wros Npos = Wi Ny

The estimator rewrites as :

N Wit Net 1 gos
5 b= R R _
(5) ;kaklNkl @ —7*)

'In our experiment, public lotteries are held in each locality for each gender separately. Therefore K = 16+2 = 32



Following condition (4), we take wy = 1 and wyos = Ni1/Nyos X No/Ni. We obtain the following
estimator:

(6) b= Z ZJZ N =)

Note that it means that a higher weight is put on lotteries for which the treated to not-treated
ratio is higher?. It will be homogeneous across lotteries k (localities x gender) by construction
of the survey sample. Note that these weights depend on the quota of treated (Ni;) that was
assigned to each locality when the program was initially designed. It should be proportionate to
the number of disadvantaged youth looking for employment, but such precise figures where not
available at the time of design.

A.1.2 Second level of randomization : treatment arms assignment

Then, we want to add weights to take into account the second level of randomization in the
experiment : assignment of treated individuals into 3 treatment arms denoted T, T}, and T,. This
is relevant when comparing treatment effects across arms, using endline survey data.

Similar to A.1.1, the equation estimated as the following form with a weight w;:
(7) Yi =+ Brx Ty + Box Ty + P+ To; + uy
As previously in, j; estimators ( j = a, b, ¢ for 3 options) are :

(8) B\ - ZivT:j WilYi Zi,T:o W;Y;
’ Zi,T:j W; Zi,T:O w;

We use the same notations as A.1.1 for Np (whole population), Ng = Nj + Ny, (survey sample
population), Ni; and Nos®.

Brigades of treated individuals (N;) are assigned across 3 options T,, T, and T,. The num-
ber of brigades assigned to the treatment arms varies by locality. We use the following notation :
Ny = Naj+ Npj+ N+ Nojp with Ny = Nop+ Nop+ Ne, and Np = 3, Ny = No+ N+ Ny + N,
with Ny = N, + N, + N..

We put a weight w; ;, to treated individuals from lottery & who were assigned to treatment 7}, and
weight wyos for non treated individuals selected in the survey sample. Similar to 3 with subscript
j=a,b,c, (8) rewrites as :

(9) B = >k Wik Nk T 305 wios Nios 7™
’ >k Wik Nk > k& Wkos Nkos

2One could have chosen another option for the weight : wy1 = Ny /Nig1 x N1 /Np and wios = Ni/Nios x No/Np.
In that case, there will be a higher weight for lotteries where the demand for the program was higher (compared
to the quota assigned).

3For endline survey, quantity Nios was increased compared to baseline. It affects weights computation through
Nros and Nos but other quantities remain unchanged.
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To ensure this estimator can be interpreted as the weighted sum of the impact for each lottery,
we need a condition similar to (4) and if this holds, the estimator can be written as :

kaNJk g,k _ --kOs
(10) szw]kN]k(U 7*)

Similar to A.1.1, we choose the following weights :
[ ] wj,k = Nkl/N],k X Nj/Nl Wlth j = (I,b./C 4
® wios = N1/ Nios X No/ Ny

A.2 Sub-sampling weights (midline survey only)

The sample for midline survey (‘during’ program) includes the control group (Nys) and a sub-
sample of the treatment group.

Let’s consider that we draw a random sub sample of group [ in proportion P, = N;/N; (S the
drawing variable). Original weights have to be multiplied by S/P, to take sub-sampling into
account.

Therefore, in group | = k, 1 for which one draws N;; individuals out of N, the original weight
w1 18 updated to w,fl = w1 X Npq /N,fl’“. The weights for the control units, wgg,, are unchanged
as there is no sub-sampling of this group for midline survey.

A.3 Control group and potential ex-post enrolment in the program
(endline survey only)

Individuals from control group need specific weights when using endline data, because some of
them have been able to participate to the following waves of the program®. More precisely, control
units were allowed to apply to wave 3 (apply meaning to take part to the lotteries) and wave 4.
Such behavior could be tracked using administrative data. At the end of the fourth wave of
THIMO program, each individual from the control group were in one the following 7 situations
(for each locality) :

1. The individual applied to wave 3 (C3), was selected as ‘beneficiary’ of wave 3 after public
lotteries (T3) and was therefore not allowed to apply to wave 4 (C;). This group is noted
03T3€4.

2. The individual applied to wave 3 ( C3), was not selected after public lotteries (T3), applied
to wave 4 (Cy) and was selected as ‘beneficiary’ of wave 4 after lotteries (7}). This group is
noted 03T304T4.

3. The individual applied to wave 3 ( C3), was not selected after public lotteries (T 3), applied
to wave 4 (Cy) and was not selected after lotteries (7). This group is noted C5T3C,T}.

4Note : Z]. wj,; = W1 = 1, which is the weight used for midline data when there is only one treatment group.
SRecall that the study exploits wave 2 (out of 4 waves) of the THIMO program

il



4. The individual applied to wave 3 ( C3), was not selected after public lotteries (73) and he
did not apply to wave 4 (Cy). This group is noted C3T3C}.

5. The individual did not apply to wave 3 (Cj3), applied to wave 4 (Cy) and was selected as
‘beneficiary’ of wave 4 after public lotteries (7}). This group is noted C3C,T}.

6. The individual did not apply to wave 3 (Cs), applied to wave 4 (Cy) and was not selected
after public lotteries (T}). This group is noted C3C,T}.

7. The individual did not apply to wave 3 (Cs), and did not apply to wave 4 (C4). This group
is noted C53C}.

This idea is that we don’t want to include in the estimations control units that have benefited
from further waves of the program (waves 3 and 4), which are precisely groups C5T3Cy, C3T3C, Ty
and C3C4 T, following the notations introduced before. To compensate for that, we want to put a
higher weight on individuals who had the exactly same behavior (towards wave 3 and 4) but were
(randomly) not selected into the program. We introduce a new multiplicative weight for control
units (wWes;) to control for that.

Intuitively, if there had been only one wave at which individuals could apply (C) and be selected
(T), weights would have been :

® Wigso = 1
® WosoT = NkOs,C/NkOs7C,T
® Wyosor =0
Taking into account the two waves, the weights follow the seven groups previously defined :
® Wioscame, = 0

N,
— k0s,C3 X 0 — 0

o kas,C'3T3C4T4 Nios C3T3

Nkos,c3 % Nyos,c5T0a

b kaS,C3T304T4

Nros,c5T3 ~ Nkos,03T3047y
o i __ _ Nros,cos « 1= Niros,c3
k0s,C3T3Cy Nyos,03Ty Nios,c47s

i kaS,C3C4T4 - 1 X 0 - 0

NkOs,é3C4

® Wkos,C3CaTy = 1 x Nios,c3c, 7y

b wk05,6364 =1

One can easily check that the sum of weights gives the total number of individuals in control
6
group

A.4 Tracking weights

We want to add a weight taking into account the differential response rate of individuals during
each survey (midline and endline. More precisely, one can consider that a given survey consists
in two phases a and b :

6 ( Nyos,c3

_ Nios,cs o - - -
Moo cory V05,0 T50a T Ny, o g X Nios,0575¢4) T (Nios,Ga0u T Nikos,c5¢,) That is : Nkos,cs +Nios,c; = Nios
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e The main data collection phase (a), during which the response rate is R, ; for group j = 1, 0.

e An additional tracking phase (b), targeting attritors from the first phase. We note Ry, ; the
response rate of the tracking phase for group 7 =1, 0.

To determine the tracking sample, we first define a sub-sample of ‘eligible’ attritors” F),; from
which a random sub-sample will be drawn in proportion m; = NE;;/NE,; (j is an index for
treatment status x locality).

Individuals who responded (only) during the tracking phase should have a different weight than
those who responded during the main survey phase. To take this selection into account, tracking
respondants should be weighted by w] = (R} ; + )\jsz;f; (1— R3,)Ey;, with A; to be determined,

b7j7
. .S,
so final weight is w; F— wi x wl.

The sum of the weights on population j is therefore : w; x (Nfd + )\jNERf’bj)7 with NERibj the
number of individuals who responded during tracking phase (in group S drawn). We make the
hypothesis that residual non response Ri ; 1s random. The population for which we want to be
representative is the respondent population of phase a and the respondent population of phase b.

This lead us to take \; = NElfj/NERf,bJ

In group j, weights will be set such as® :
° wf x 1 for phase a respondents
e w} x NE./NERS, . for phase b respondents

Tracking weights ij are multiplied to the previous weights.

A.5 Synthesis of the weights used for midline and endline data

"Among the attritors of phase (a) some individuals are considered ‘non eligible’ for tracking in order to exclude
them from the tracking draw. Non eligible attritors are those considered to be impossible or quasi impossible to
reach (which is why we don’t want to put extra effort on them) : dead individuals, individuals who migrated to
another country, (for endline) individuals who were already impossible to find at baseline 1.5 years ago.

8In theory, wj; should be adjusted so that it does not use correction N; /Nf but rather the correction corre-
sponding to the total of eligibles N, ; + NE} ;. However, this number is only known for selected units S; = 1.
Therefore we will ignore this aspect, which is fair considering that units where randomly drawn. Finally, it means
that we estimate the unknown amount N, ; + NE ; by Nf:j + NElfj X N]-/st
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‘ Randomization weights wy

Sub Sampling weights w;

Tracking weights w,

Applicati . . Applicati . . Applicati . .
bpc ation Weight computation pprc ation Weight computation bp-ic ation Weight computation
criterion criterion criterion
Respondents
s _ Si1 P
Treated Wi, = 1 Treated W1 Nia/Niit™, main  phase | wl =1
k=locality
(R, = 1)
ij = NE,fj/NERibJ if re-
wios = Ni1/Nyos X spondent in tracking phase
Control Ng/Nl, k=locality x || Control w,io =1 Non (B, = 1 et R, = 1),
gender Respondents | j=locality x treatment sta-
main phase tus
(R, =0) w? = 0 if non respondent

(but sampled) in tracking
phase (F, =1 et R, =0)

wl = 0 if not sampled for
tracking phase (E, = 0)

Final weight: w,f,i = Wg; X w,ii X w,{,i, 1=

0,1 (treatment status), k € [1,32] (locality x gender)




‘ Randomization weights w; Post-enrollment weights wy, ; Tracking weights ij
Applicati Weigh - . o . . Applicati : :
crIi)tlt;;iCoafon tioerllg t  computa Application criterion | Weight computation Crizrlfoéglon Weight computation
Treatment Selected to participate Respondents
am T T, | Wik = Nii/Njp x || to wave 3 or 4 (groups 0 main  phase | w’ — 1
o T "I N;j/Ny, j=abc | CsT3Cy, CsTCT) et (R, — 1)

‘ C3C4T)) ‘o
T g 5
_ B A Nios,c3 Nios,cqTyca wj - NEb,j/NERs,b,j lf
Wkos = Group C3T5C4T Nroe.03Ty NkOs,Cg;:gZ’ T Non respondent in tracking
Control Nkl/NkOs. X NO/N1 Respondents phase (E, = 1 et Ry = 1),
; k=locality x Croup C5T5C, 7]\[]: Ko main phase j=locality x treatment
gender STats (Rq = 0) status
wT = 0 if non respondent
Group CsC, T, NNkOSLCEC{ (but sampled) in tracking
k0s,C304 Ty phase (F, =1 et R, = 0)
_ wT = 0 if not sampled for
Group C3C; 1 tracking phase (£, = 0)

Final weight: w}zi = Wj X Wiy X w,zﬂ-, j=0,a,b,c (treatment status), i = 1, 0s, [ post-enrollment group, k € [1, 32] (locality x gender)
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Appendix B Applying Causal Forests to study heteroge-
neous treatment effects

In this section we provide details on our implementation of the causal forest algorithm, including
the selection of the sample, the list of covariates and the quartile group dummies used in tables
6 and 7.

We used causalTree package? which implements causal trees as introduced in Athey and Imbens
(2016) and contains causalForest fonction corresponding to Wager and Athey (2016) causal forests.
The two papers previously cited provide comprehensive details on causal trees and forests structure
and properties. Davis and Heller (2017a) provides a clear synthesis of how causal forests works.

B.1 Sample for the Causal Forest algorithm

As a supervised learning algorithm, causal forests require to work on samples for which both
covariates and outcomes are observed. In our case, this means observing baseline covariates (set
of K covariates, X*) and midline and/or endline outcome of interest. Therefore we first need
to address two main concerns in our data : attritors across survey rounds and missing values
among baseline covariates. On top of that, some specificities of our surveys have to been taken
into account : the reduced sample used for midline survey and the share of control individuals
who got into later waves of the public works program between midline and endline surveys. It
leads to three potential samples we can use for the algorithm : a ‘midline’ (XX, Y;P*""9 W)
(respectively ‘endline’ (X5, Yot W;)) sample that can be used to build and apply the model to
predict ‘during’ (respectively ‘post’) conditional treatment effects. A third (marginally smaller)
sample can be used when one wants to study how effects vary between ‘during’ and ‘post’ program
(intersection of non attritors and non-missing outcomes for both surveys).

We directly exclude from each algorithm sample attritors from follow-up surveys (outcomes being
unobserved). Attrition was limited in our surveys, but one has to keep in mind that the prediction
model derived from the data would not apply to ‘attritors’.

Missing values among baseline covariates are replaced by the mean in the rest of the sample, and
a binary indicator for missing value on this covariate is created and included in the final set of
covariates!®. Individuals with missing values for the outcome of interest (among non attritors)
are dropped from the sample.

Differences between midline and endline survey sample sizes create constraints. Approximately
one third of the full sample was not included in the midline survey. These individuals form what
we call the ‘Midline-out(-of-sample)’ and cannot be used to build the model to predict treatment
effects during the program . However, these units will be included in the sample when we build
the post program prediction. How do we deal with that ? When comparing ‘during’ to ‘post’
program predicted treatment effects, we recover a prediction for the ‘Midline-out’ individuals by

9Susan Athey, Guido Imbens and Yanyang Kong (2016). causalTree: Recursive Partitioning Causal Trees. R
package version 0.0. We made small changes to the algorithm implemented by adding stratification for subsampling,
see B.2.2.

10For consistency we checked on the forests the frequency of splits made on these missing-value dummies, which
is indeed marginal over the trees compared to the main baseline covariates.
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applying the model built with midline sample (exactly as one would do with a test sample, as the
‘Midline-out’ is independent from the sample used to build and estimate the model).!!

When working on the endline algorithm, we drop control individuals who might have participated
in a later wave of the public works program as it could lead to under-predict treatment effects
in the model. Recall that 200 individuals were sampled to be added to the control group at
baseline, to compensate for that : because these individuals were not part of the baseline survey,
the machine learning model cannot be applied to them (prediction relying on observed X%).

The final sample size (Nyy;) for the algorithm depends on the number of missing variables for the
outcome considered, and whether you build separately the model with midline and endline survey
data or jointly. The total sample that can be used for the midline algorithm ranges between 2,884
and 2,958 units ; for endline algorithm between 3,745 and 3,910 units ; to build jointly midline
and endline predictions the sample is reduced at 3,700 units.

For the features (X¥), we use an extensive set of covariates (K = 1014+ dummies for missing
values in covariates) measured at baseline (Table 13) that covers both individual and household
characteristics and include measures on time and risk preferences, personality traits and cognitive
skills. As previously mentioned, we add binary indicators to this set for missing values in each
covariate. This is a large set of features compared to recent applications (K = 19 in Davis and
Heller, 2017a.)

B.2 Building the model
B.2.1 Causal forest parameters

First, some parameters have to be set ahead of the procedure (‘tuning’ the forest) : the test sample
fraction, the subsampling share, the fraction for re-estimation, the minimum units of control group
within a leaf and the number of covariates considered for each tree. We provide in Table 12 a
description of each parameter to set, its impact on the causal forest algorithm, the value chosen
and its justification. There is no clear rule so far for the tuning of these parameters. However,
most of our choices are driven by sample size constraints : indeed, even if we have a relatively
‘large’ sample for an experiment on public policies in developing countries, it is small compare to
standard ‘big data’ samples (e.g. in tech industry).?

The splitting criteria used follows Athey Imbens (2016) recommendation'? (‘Causal Tree’ criterion,
‘CT”). This criteria can be seen as an objective function (@) used to determine the partition of the

1The ‘Midline-out(-of-sample)’ units form an ‘independent’ sample for which baseline covariates are observed,
therefore one can apply the prediction model to this sample and use it later, including for inference, in the spirit
of test samples. When comparing ‘during’ and ‘post’ program, we randomly split the ‘Midline-out(-of-sample)’ to
add it to both the training and test samples that will be used for the endline algorithm. The test sample of the
endline prediction remains a ‘true’ test sample as none of the units where used for the algorithms, whether midline
or endline.

12Note that this list of parameters to set excludes the penalty term controlling for the ‘complexity’ of the tree-
model (multiplied to the number of splits). In regression trees, the penalty parameter is ‘empirically tuned’ by
cross-validation. With causal forest, there is no cross-validation during tree building as trees are grown deep and
the CT splitting criteria proposed by Athey and Imbens (2016) directly incorporates a penalty term.

13 Athey Imbens (2016) detail advantages and drawbacks of four potential splitting rules, the preferred one being
the ‘CT’ criteria. For three of these criteria, an ‘adaptative’ as well as an ‘honest’ version of the criteria exist. We
use the honest version of the criteria, ‘CT-H’. More details provided in B.2.3.
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covariate space. It is maximized at each step (as a tree grows) such that the algorithm splits the
data into sub-groups when heterogeneity in treatment effects is detected (more details in B.2.3).

The share of the sample used to construct the model (Sy. = (1 — ) N,y) compared to the share
used to make inference (S = aNyy) is chosen by the user. Again, there is no clear ‘rule’ to
decide on that, although in large datasets test samples are traditionally small (10%). In our
case, the modest total sample size lead us to consider ‘statistical power’ for the selection of this
parameter. We take o = 50%, so half of the sample for training (and the same size for predictions
and inference).

B.2.2 Step-by-step causal forest procedure

Figure 4 provides an illustration of the main steps described below to assist the reader in the
understanding of the methodology. The procedure builds on causal trees introduced by Athey
and Imbens (2016) and corresponds to the causal forest (with honesty) procedure described by
Wager and Athey (2016).

We start with the full sample of observations (XX, V;, W;) from the experiment where XX de-
notes the covariates space (K baseline measures), Y is the observed outcome of interest (with
Y; = Yi(W;) ), and W; € {0, 1} the treatment status. We note N, the total sample size used for
the algorithm. Some parameters of the causal forest have to be set upfront (see B.2.1 ).

Main steps for causal forest model :

1. The full sample is (randomly) split in two non-overlapping samples : one training sample
(S) on which the causal forest (CF) model will be built '3, and one test sample 1® (Sy.) to
which the CF model will be applied and to make inference. « is the share of observations
assigned to the test sample (e.g. 50%). We have Ny = |Si| + |Ste| = Niw + Nee

(1 — Ot) * Na”.

2. Build your model on the training sample (.S;,) of size Ny,

e Draw B ‘bootstrapped’ subsamples (S2.) out of S;, sample. Each subsample contains
NP = B * N, observations. The model is a forest of B honest trees, each one being
constructed on one of the bootstrapped sub-samples of the training sample S;,.!"

e Each tree b is obtained following the next steps, repeated for b=1to B :

2.1 Randomly select ncov baseline covariates among the set of K covariates. Only
these covariates will be considered as ‘candidates’ for the splits in tree b.

4 This parameter is in rpart package for random forests, but it is not currently implemented in the causal forest
packages (neither causalForest by Wager, nor causalTree by Athey). The next parameter, ncov plays a similar role
and is the one currently implemented to ‘decorrelate’ trees in causalForest function of causalTree

5 Training sample or ‘in-sample observations’ in the literature.

16Test sample, * hold out’ sample or ‘out-of-sample’ units in the literature. Test samples are traditionally used
to assess the performance of the predictive model built (or to compare its performance to other models), compared
to the training sample on which the model performance might seem ‘too good’ due to over-fitting. Following Athey
and Imbens (2016), we use the test sample to make inference as it is independent from the construction of the
model.

7Tf o = B = 50%, then 25%N,; is used to build the model of a tree.



Table 12: Parameters of the causal forest

Parameter

Description

Value

B
Number of trees
in the forest

Compared to forests, single trees suffer from high variance : given a ‘small’
dataset, predictions obtained on a given training set compared to another can
differ a lot. One way to reduce the variance of such method is to do bootstrap
aggregating (‘bagging’), using the fact that averaging a set of (independent)
observations reduces variance. In the absence of multiple (independent) train-
ing datasets, one can draw repeated samples from the single training dataset
by generating B different bootstrapped training datasets on which B trees will
be grown. The trees are grown deep and are not pruned, the predictions are
averaged across all trees.

Using a large value of B will not lead to overfitting. Usually B is set as a trade-
off between computational (time) cost and reduction of the test error rate. A
large number of trees also provide more stability in the predictions obtained
by reducing the Monte Carlo error introduced by subsampling : predictions
will vary less across different forests.

10,000

Nminsize
Minimum num-
ber of treatment
and control units
per leaf

This parameter is specific to causal forests (compared to classic random forests)
and is introduced by Athey and Imbens (2016). Setting a too low value can
increase the noise of the prediction (increases the variance) as the predicted
CATE could be estimated with very few control and treatment units in a given
leaf. Setting a too high value forces the trees to be less deep with bigger leaves,
which decreases the ‘precision’ of the prediction (so increases bias) : on the
one hand it will mechanically predict less heterogeneity, on the other hand it
will make predictions more consistent across trees / forests.

10

g

Fraction of the
subsample used
to build each
tree

Smaller subsamples reduce dependence across trees but increase the variance
of each estimate (for a tree). In our case, the choice of this parameter is driven
by statistical power constraints, as predictions in causal forest will computed
on a sample of size (1 — ) * B*d x N. To set it at a ‘maximum’ level while
keeping the benefits of subsampling, we set it at the intermediate level (50%).

0.5

0
Fraction of the
subsample used
for training

It determines the size of the training subsample used to build the partition of
the covariate space, the rest of the sample being used to estimate treatment
effects within leaves. Although original causalForest package fixed it at 50%,
the updated causalForest function in causalTree allows the user to fix it to a
different value. We have no reason to allocate more units to one of the two
tasks : both require reasonable sample size to perform well, and in our case
total sample size is already a constraint, so we set it at 50%.

0.5

v
Nb of covariates
X% considered
at each split
(within a tree)

The predictor subset size (v) is what makes random forests different from
bagged trees (bagging = bootstrapped aggregating, see comment on B). Let
K be the total number of predictors (X). In random forests, each time a split
is considered in a tree, a random sample of v < K predictors is considered
for the split. In bagged tree, v = K. This procedure ‘decorrelates’ the trees
. trees are less likely to be similar, so predictions will be less correlated, and
the average of these predictions across trees will generate a larger reduction in
variance. For random forests, people typically use v = [v/K | for classification
tree and v = | K/3] for regression tree.

NA14

neov
Nb of covariates
X% considered
before building
each tree (within
a forest)

Underlying idea is similar to the one above : ‘decorrelating’ the trees, such
that the aggregation of predictions across trees will reduce the variance of the
prediction.

This parameter sets the number of covariates that are randomly subsampled
before building a tree, compared to previous parameter v for which covariate
subsampling occurs each time a split is considered in a tree.

LK/3]
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To be called ‘honest’ (Athey and Imbens, 2016), the tree has to be built in a two
step procedure on two separate samples of S :

2.2 (Randomly) split the sample S? in two : one sample (S?

tr,tr

) to build the structure
of the tree (the partition of the data) ; the other sample (S, ) to ‘re-estimate’ the

prediction for each leaf of the tree. d is the share of S?. used for re-estimation'®.

2.3 Using only S}, ., build the structure of the tree : split the covariate space to deter-
mine a partition (into leaves) that maximize the variance of the treatment effects
across leaves while limiting overfitting by penalizing any split that would increase
within-leaf variance. Each final leaf of the tree (also called ‘node’) will correspond
to an element of the partition and determine a subgroup of individuals based on
observed covariates. We provide below more details on the the splitting criteria
used in B.2.3. This step defines the assignment rules that map an observation to
a specific leaf based on its covariate values only. Another way to see this step is
that you build a mapping between vectors of X (attributes) and (not computed

yet) predictions.

2.4 Using only the ‘re-estimation’ sample Sfme, assign a prediction value to each leaf

(or terminal node) given the partition previously determined. More precisely : as-
sign each observation of S, to its corresponding leaf (based on the partition) and
compute the “predicted treatment effect” conditional on being in leaf [. Treatment

effect in leaf [ is estimated as

Sb

tr,re

755 R
17 = Yu—oy

in a given tree b. Another way to see this step is that the mapping is completed
by computing the predictions.

At this step, a final honest tree b is obtained : a partition of the covariate space
is defined, and there is a mapping associating any vector (X/) to its ‘conditional
average treatment effect’ (CATE) 775.

2.5 Apply the model to the test sample to get a predicted treatment effect for each
unit of Si.. More precisely : each unit is assigned 7, depending on the leaf to
which it was mapped (given observed vector of covariates (XX) ).

e Remark : Note that for each tree, a share of (1 — 3) of S?. was not subsampled for tree
building (neither to build the partition, neither to estimate predictions within leaves).
We call them ‘quasi test observations’ (noted Sj,,.) %, as they are independent from
the tree model as much as the (separate) test sample.

3. For each unit of the test sample, the causal forest model assigns a prediction that is the

18Tf § = 50%, then the structure of the tree (respectively the estimation of treatment effect within each leaf) is
done using 50% * 25% N, = 12,5% N,y for a given tree.

19Davis and Heller (2017a) apply each causal tree model to these units and refer to them as ‘adjusted training’
sample. They show that the aggregated prediction obtained across trees on the adjusted training sample are very
close to the prediction obtained on the test sample. In Davis and Heller (2017b), they do not use test samples
but apply the causal forest model on the ‘adjusted training sample’ to recover for the whole sample predicted
treatment effects later used for inference. We do not follow the same methodology : we keep a test sample but
perform several causal forests (on different splits of the data) to recover an aggregated predicted treatment effect
for each unit of the sample.
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average of the predictions obtained in each tree-model :

s}

~ 1 _
Vi€ S, 71 = 5 § T X
b=1

This means that you get an individual prediction 79T for aNy, individuals, i.e. 50% of the
initial sample in our application.

A comment on random partition and subsampling of the data : Note that several steps
require either partitioning or subsampling our dataset : the determination of test sample (a%)
versus training sample at the forest level ; the (8%) subsampling of the training dataset for each
tree-building ; the (0%) split of this subsample into tree-building and leaf-reestimation samples
for each tree too. We adapted the algorithm so that each of these ‘subsampling’ procedures is
stratified by our randomization blocks (locality * gender) as well as treatment status, therefore 96
strata in total??. Such stratification ensures that the sample on which the partition is constructed,
as well as the sample used to estimate leaf treatment effect and the test sample are representative
of these strata.

20Tn particular, for endline data, we want to make sure that treatment arms shares are identical between training
and test samples.
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Figure 4: Applying Causal Forests, Main Steps
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B.2.3 More details on the tree splitting procedure

Each tree-based model b is constructed on a (bootstrapped) subsample S? . Recall that this sam-
ple is randomly split in two : a sample to build the structure of the tree (5. ,.) and a sample to
estimate the treatment effect within each leaf (S{’we). Let Ntbntr be the number of observations in
St i, and Ny for Sp with NP = 6N}

tr,tr ir,re tr,re

The splitting rule we use is the honest causal tree splitting rule (CT-H) defined by Athey Imbens
(2016). Tt is an (adjusted) mean square error criteria, which rewards a split finding heterogeneity
in treatment effects (left term in the following formula) and penalizes a split that increases variance
in leaf estimates (right term) :

—_ —

1 2w 2 Var(Yiw=1) | Var(Yiw=o)
VN 2 O 2
M iesh, ’

tr,tr

with p = P(W; = 1). This criteria is applied to each leaf to decide whether to perform the split
or not, starting with the full S}, at the beginning of the tree.

xiv



Compared to the traditional CART ‘adaptative’ splitting criteria, two main modifications are
made by Athey Imbens (2016) : (i) the criteria incorporates the fact that ‘honesty’ (i.e. using
an independent sample for leaf means estimation) generates unbiased estimates (which already
reduces over-fitting); (ii) the criteria explicitely incorporate the fact that more splits (finer parti-
tions) generate greater variance in leaf estimates, to limit over-fitting. With adaptative splitting
criteria, to penalize splits that increase the variance within leaves a penalty term of the form A|T|
is added to the goodness-of-fit criteria, where |T'| (number of splits) captures the complexity of
the tree and A the penalty paramater is determined by cross-validation.

The initial node contains all observations N}, ,.. The following steps (1 to 4) are repeated for each
sub-node. The tree stops growing when all nodes are terminal nodes.

1. One X* at a time among XX set, and considering all values = taken by X* , form candidate
splits of the current node into two potential sub-nodes (based on (X* < z) or not)

2. Consider only splits creating sub-nodes in which there is at least n,,in-e treatment and
Numinsize control observations (if there is no splits such that this constraint holds, this is a
terminal node).

3. Choose the split that maximizes objective function () capturing how much the treatment
effect estimates vary across the two subgroups with an included penalty for generating
within-leaf variance.

4. Perform this split if it increases ) relative to no splits. If there is a split : there are two
new nodes and we repeat the procedure from step 1. If there is no split : this is a terminal
node.

The structure of the tree is completed when all nodes are terminal nodes. These terminal nodes
form a partition of the covariate space, they are the ‘leaves’ of the tree, and determine the

subgroups. Note that the partition was obtained only using S}, ,,.

B.3 Using predicted treatment effect (CATE) to study heterogeneity
B.3.1 Assignment to quartiles of the distribution

To study heterogeneity we want to focus on the upper and lower tails of the distribution of the
predicted treatment effect. In particular, we are interested in the average CATE (ﬁ-CF ) within each
quartile, more specifically the ‘top’ quartile (predictions above quantile 75%) and the ‘bottom’

quartile (predictions below quantile 25%).

One concern we might have is that using the test sample (S;.) distribution of 7¢F to assign test
sample units to a given quartile-group is biased as we are using ‘endogenous’ cut-offs. Ideally, we
would like to use quartiles of 7¢F distribution estimated on a separate sample, and assign test
sample units based on these ‘exogeneous’ thresholds.

However, we obviously don’t want to use for that 7°* distribution on either S}, ,. or S, .. (units
used in any b tree to determine the partition of the covariate space for the former, and to estimate
the leaf treatment effect for the latter) as this would produce ‘endogenous’ cut-offs too, even more

likely to be biased as they come from a distribution of predictions very likely to overfit the data?!.

21We indeed see that the distribution of 7¢F on units used for training (splitting or re-estimation) suffered from
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One good sample candidate is the previously mentioned ‘quasi test observations’ (see B.2.2) : for
a given tree b, sample S}, was not used at all to build the model due to the sub-sampling of S,
(recall that only % of the training sample Sy, is used for a given tree). Therefore, for each tree
b one can use Sp, . to apply the model of tree b just ‘as’ one would do with the test sample.

Figure 4 shows how ‘quasi test’ units are used and where quartile assignment intervenes in the
overall procedure. These steps are in dashed lines as this approach has been newly introduced
and departs from the causal forest implementation currently described in the literature.

Detailed steps to obtain the quartile ‘cut-offs’ using 7¢" distribution on a sample
separate from both test and ‘training’:

1. For each tree-model (B in total), apply the model to the ‘quasi test observations’ (S}, ,.)

(we note 7,5 the prediction obtained). For each tree, it gives a prediction on (1 — ) %
of the sample, that is 50% * 50% = 25% N,y if a = 8 = 50%.

2. For each observation in Sy, recover a ‘quasi-test’ prediction at the forest level by averaging

¢ . Pl . . b .
quasi-test” predictions on Sy, :

~CF; 1 —~tr,te
Ti trite - = Ti7

iy

B; is the number of trees in which observation i was not sub-sampled, with B; approximately
equal to (1 — 8)B as a unit from S, should be subsampled in S?. in 3% of the trees in the
forest on average.

3. It gives a prediction 7,7 for (1—a) N,y observations. We compute the quartile thresholds
on 7;¢Fte distribution : Q" with j € 1,2,3.

4. Assign each observation from S;. to one of the four quartile groups by comparing 77 to

the three previous cut-offs.
Using these quartiles, we can now :

e Define two (binary) indicators of interest on the test sample : I (bottom 25% group) and
tr,te

Ios (top 25% group), with I, (respectively Io4) equal to 1 if 7,7 < Q' (respectively
~CF tr,te .
T T > Q57), Vi € Sie.

e Compute average predicted (conditional) treatment effects for the bottom 25% group and for

. ——=top25% ~ . ——=—=bot25%
the top 25% group , with FOFPEL m > icSi 7% 1{Iqa(i) = 1} and 7F R

~CF .
#{16211:1} ZiEStc Ti % H{IQl(l) = 1}

B.3.2 Extension : generating M causal forests on different training samples

The initial split of the sample between training S;. and test sample Sy, introduces sampling noise
in the predictions, due to finite sample size. One way to limit this noise is to run M times the

over-fitting : it leads to a higher number of predictions in both tails of the distribution (sensitivity to outliers),
increasing (respectively decreasing) the value of the 75% quantile (respectively 25% quantile) compared to the test
sample or quasi-test sample.
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causal forest procedure des/ciibed above, on different initial splits of the data. It generates M-
causal forests predictions 7GF (and quartiles indicators Igy,, and Igs,, ). Aggregating results
should reduce the sampling noise and stabilize results across different forests. This is also a way
to recover a prediction for every unit of the sample.

However, aggregating the results of M forests when the test sample Sy ,,, differs across simulations
is not straightforward.

1. For predicted treatment effect : If M is large enough, any individual of the full sample
should be at least once in a test sample S ,,, so we can get a predicted treatment effect
(CATE) for every individual of the inital sample. We define the aggregated prediction as
follows : |

TP

M;

where m is a causal forest in which ¢ was assigned to test sample Sy, ,, and ]\Z the number

of forests in which observation i was assigned to the test sample.

2. For binary indicators : we compute the likelihood of being predicted in each quartile group
(following the procedure described B.3.1) across the M simulations. We create dummies
Iéi, with ¢ = 1;4 : the dummy is equal to one if the probability of being predicted in bottom
quartile (resp. top quartile) is greater or equal to 25% (the random reference). 22

22This is a ‘large’ definition for this indicator. One could also use a ‘restricted’ definition in which we units that
have the same probability of being predicted in the quartile of interest as another quartile are recoded to zero
(i.e. units not ‘strictly’ predicted to be in bottom (resp. top) quartile). The difference across these two definitions
should disappear as M increases (it will be less likely to be predicted ‘as many times’ in a given quartile as in
another quartile).
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Table 13: List of baseline covariates used as features in causal forest algorithm

Variable description Type Variable description Type
Individual characteristics Nb of fixed phones Continuous
Gender Binary Nb of mobile phones Continuous
Age Continuous Nb of cars Continuous
Nb of children Continuous Employment

Live in urban area Binary Total nb of activities Continuous
Nationality : Ivorian Binary Total nb of wage-employment activities Continuous
Education Total nb of self-employment activities Continuous
Has been to school at least once Binary Is engaged in (at least one) casual activity Binary

Did not complete primary school (No diploma) Binary Total nb of independent agricultural activities Continuous
Has completed primary school (CEPE) Binary Owns a farm Binary
Has completed middle school (BEPC) Binary Log of total Earnings (monthly) (log (14x)) Continuous
Has completed secondary school (BAC or +) Binary Nb of days worked (last 7 days) Continuous
Previous Vocational Training Binary Aspire to be wage-employed in future Binary

Is a student Binary Aspire to be self-employed in future Binary
Literate in French Binary Searching for a wage job Binary
Household characteristics Searching for an independent activity (to start) Binary
Household size (total number of members) Continuous Search for a job using personal relationships Binary
Number of rooms Continuous Search for a job contacting directly employers Binary

Nb of children (<18 ans) Continuous Search for a job using job ads Binary

Is head of household Binary Search for a job through a public agency Binary

Is the partner of the head of household Binary Search for a job through a private agency Binary

Is a children of the head of household Binary Search for a job by taking entrance examinations (*) Binary
Other relationship to the head of household Binary Search for a job by any other mean Binary

Nb of members who did not complete primary school Continuous Savings, Expenditures and Constraints

Nb of members who complete primary school only Continuous Has Saved (last 3 months) Binary

Nb of members who complete middle school and more  Continuous Savings Stock (FCFA) Continuous
Nb of members working Continuous Nb of savings channels Continuous
Share of other hh members engaged in self-empl. Binary Has a Savings Account Binary
Share of other hh members engaged in wage empl. Binary Has loans to repay (borrowed money) Binary

Nb of friends engaged in self-empl. Continuous Face Constraints to repay loans Binary

Nb of friends engaged in wage employment Continuous Face Constraints to access credit Binary

Nb of family members (non hh) engaged in self-empl.  Continuous Transportation expenditure (last 7 days) Continuous
Nb of family members (non hh) engaged in wage-empl. Continuous Communication expenditure (last 7 days) Continuous
Assets (at household level) Nb of days with no meals (last 7 days) Continuous
Nb of livestock Continuous Nb of days with leisure activities (last 4 weeks) Continuous
Nb of poultry Continuous Preferences, Personality traits, Cognitive skills

Nb of other farm animals Continuous Risk aversion level (scale 0 to 10, O=very averse) Continuous
Nb of plow Continuous Is Risk averse (based on lotteries) Binary

Nb of field sprayer Continuous Preference for present (actualization rate for 1 mth) Continuous
Nb of carts Continuous Personality trait - Centrality of work Continuous
Nb of wheelbarrow Continuous Personality trait - Tenacity Continuous
Nb of bicycles Continuous Personality trait - Desire for Achievement Continuous
Nb of motorcycles Continuous Personality trait - Polychronicity (**) Continuous
Nb of pirogues Continuous Personality trait - Desire for Power Continuous
Nb of refrigerators Continuous Personality trait - Organization Continuous
Nb of freezers Continuous Personality - Trust in others Continuous
Nb of air conditioning units Continuous Personality trait - Taste for Managing people Continuous
Nb of fans Continuous ZTPI Future forward score Continuous
Nb of stoves Continuous ZTPI Fatalist present score Continuous
Nb of computers Continuous CESD Positive Affect score Continuous
Nb of radio stations Continuous Score at NV7 test (spatial vision) Continuous
Nb of TV Continuous Score at 1st Dexterity test Continuous
Nb of TV antenna Continuous Score at 2nd Dexterity test Continuous
Nb of players (video, music) Continuous Score at Raven test (deduction) Continuous

Note that on top of this list of covariates, as described in section B.1 we add to this set binary indicators coded one for missing values in the associated covariate.

(*) entrance examinations for public administration jobs (**) taste for handling several activities in parallel
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