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ess the demand for credit? We implemented a randomized field experiment to
ask whether provision of insurance against a major source of production risk induces farmers to take out
loans to adopt a new crop technology. The study sample was composed of roughly 800 maize and groundnut
farmers in Malawi, where by far the dominant source of production risk is the level of rainfall. We randomly
selected half of the farmers to be offered credit to purchase high-yielding hybrid maize and groundnut seeds
for planting in the November 2006 crop season. The other half of farmers were offered a similar credit
package, but were also required to purchase (at actuarially fair rates) a weather insurance policy that partially
or fully forgave the loan in the event of poor rainfall. Surprisingly, take-up was lower by 13 percentage points
among farmers offered insurance with the loan. Take-up was 33.0% for farmers who were offered the
uninsured loan. There is suggestive evidence that reduced take-up of the insured loan was due to farmers
already having implicit insurance from the limited liability clause in the loan contract: insured loan take-up
was positively correlated with farmer education, income, and wealth, which may proxy for the individual's
default costs. By contrast, take-up of the uninsured loan was uncorrelated with these farmer characteristics.

© 2008 Elsevier B.V. All rights reserved.
1. Introduction
A great deal of attention is paid to imperfections in credit markets
as barriers to growth in rural areas of developing countries. Most
prominently, the literature has emphasized limitations in the supply
of credit due to asymmetric information and imperfect enforcement.
The problems that arise can often be characterized by a borrower's
inability to commit to fulfilling a debt contract. Debtors cannot
credibly reveal their borrowing type truthfully (adverse selection),
promise to exert effort so that their production enterprise does not fail
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(ex-ante moral hazard), report their production output honestly (ex-
post moral hazard), or promise to repay the loan even when output
was sufficient (opportunistic default).1

A second type of credit market imperfection is due to the absence
of or limitations in insurance markets. Uninsured borrowers may be
deterred from taking on loans by the risk of high default costs (e.g.,
confiscation of assets) in states of the world where income is low and
they are unable to repay the loan. Binswanger and Sillers (1983) and
Boucher et al. (2008) have emphasized so-called “risk rationing,” or
risk-motivated voluntary withdrawal from the credit market.2

This paper focuses on the second of these two categories of credit
market imperfections. We conducted a randomized field experiment
to determine whether bundling insurance with a loan (intended to
finance adoption of a new crop technology) increased demand for the
loan. The specific context of the study was the adoption of high-yield
1 For comprehensive reviews of this literature, see Dowd (1992), Ghosh et al. (2000),
and Conning and Udry (2005).

2 Relatedly, Dercon and Christiaensen (2007) argue that consumption risk
discourages fertilizer use by Ethiopian farmers.

mailto:xgine@worldbank.org
mailto:deanyang@umich.edu
http://dx.doi.org/10.1016/j.jdeveco.2008.09.007
http://www.sciencedirect.com/science/journal/03043878


4 See Evenson and Westphal (1995), Rogers (1995) and Munshi (in press) for a more
recent review. See also the introduction in Conley and Udry (2005) for references, as
well as Besley and Case (1994). Recent work on technology adoption and social
learning includes Foster and Rosenzweig (1995), Munshi (2004), Conley and Udry
(2005), and Duflo et al. (2006).
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hybrid varieties of maize and groundnut among smallholder farmers
in Malawi.

To test the importance of risk in hindering take-up of loans for
hybrid seed adoption, we randomized whether farmers' loans were
insured against rainfall risk, by far the dominant source of production
risk in Malawi. The study sample was composed of roughly 800 maize
and groundnut farmers in 32 localities in centralMalawi.We randomly
selected 16 localities where farmers were offered credit to purchase
high-yielding hybrid maize and groundnut seeds for planting in the
November 2006 crop season. In the remaining 16 localities, farmers
were offered a similar credit package, but were also required to
purchase (at actuarially fair rates) a weather insurance policy that
partially or fully forgave the loan in the event of poor rainfall.

If borrowers are risk-averse while the lender is not, a standard debt
contract (credit only) will in general not be optimal because it requires
that the borrower bear all the risk when he or she is the least prepared
to bear it. But in the presence of informational asymmetries (requiring
verification costs) or under bounded rationality, the simplicity of the
debt contract may indeed be close to being optimal (Dowd, 1992).

In any event, the requirement in a debt contract that repayment be
non-contingent may be responsible for a lower demand for credit as
prospective borrowers fear the loss in utility associated to having to
repay even when production fails. In other words, risk-averse
borrowers may prefer planting a traditional variety that does not
require credit, to adopting the hybrid variety that is riskier. In this
situation, the provision of insurance should in principle raise adoption
among risk-averse farmers.

Our experimental results are at odds with this prediction. Take-up
was 33.0% among farmers who were offered the basic loan without
insurance. Take-up was lower, at only 17.6%, among farmers whose
loans were insured against poor rainfall. A potential explanation is
that farmers already are implicitly insured by the limited liability
inherent in the loan contract, so that bundling a loan with formal
insurance (for which an insurance premium is charged) is effectively
an increase in the interest rate on the loan. We offer suggestive
evidence in support of this hypothesis: among farmers offered the
insured loan, take-up is positively associated with a farmer's
education, income, and wealth. These variables may proxy for the
farmer's income in the low state (a measure of default costs, if crop
output can be seized by the lender), and if so should be correlatedwith
the benefit a farmer can expect from insurance. By contrast, for
farmers offered the uninsured loan, these characteristics are not
associated with take-up.

In addition to shedding light on the interactions between credit and
insurance markets, this paper also contributes to our understanding of
technologyadoption in rural areasof developing countries. The adoption
of new technology plays a fundamental role in the development process.
In the 1950s and 1960s, the so-called Green Revolution transformed
agricultural production in developing countries by introducing high-
yield crop varieties and other modern cultivation practices. While the
modernization of production brought about significant increases in
agriculturalproductivityandgrowth, the impactof theGreenRevolution
has been uneven. There is enormous variation, within regions and
between regions, in the extent towhichhouseholds have benefited from
the availability of these new technologies.3 Nearly all Malawian
households (97% in 2004–2005) are engaged in maize production, but
only 58% use hybrid maize varieties (World Bank, 2006). Smale and
Jayne (2003) note that hybrid maize adoption in Malawi has lagged
behind adoption in Kenya, Zambia, and Zimbabwe.

Among the often cited reasons why technology has failed to
diffuse, aversion to risk, credit constraints and limited access to
3 See Griliches (1957) on adoption of hybrid corn in the United States, Evenson
(1974) on diffusion of agricultural technologies internationally, and Goldman (1993) on
technology adoption across regions in Kenya.
information are leading candidates (Feder et al., 1985).4 Undoubtedly,
production risk is a major source of income fluctuations for rural
households involved in agricultural activities, especially in developing
countries. Because high-yield varieties are more profitable but also
riskier, households unwilling to bear consumption fluctuations may
decide not to adopt. In addition, in policy circles the lack of access to
credit has traditionally been considered a major obstacle to technol-
ogy adoption and development.5

With complete and frictionless financial markets, fluctuations
would not be a source of concern as households would be able to
protect consumption, and credit would flow to activities with the
highest marginal return. But in developing countries, insurance and
credit markets are typically incomplete or altogether absent. In this
environment, the separation of consumption and production deci-
sions may not obtain (Benjamin, 1992), and thus, the relative
importance of credit constraints and risk aversion may be confounded
(Chaudhuri and Osborne, 2002).

This last point is illustrated by the well-known positive correlation
between wealth and adoption of new technology.6 Existing studies
document that hybrid seed use in Malawi is correlated with wealth and
other indicators of household socioeconomic status. Data from the
country's nationally-representative Integrated Household Survey con-
ducted in2004–2005documents higher adoptionof hybridmaize among
households in the highest quintile of land ownership (66%) than in the
lowest quintile (53%) (World Bank, 2006). Among maize farmers in
southernMalawi, Chirwa (2005)finds that close to 60% do not use hybrid
maize varieties, and that adoption rises in income, education, and plot
size. Simtowe and Zeller (2006) find higher maize adoption among
households with access to credit. Simtowe (2006) finds that hybrid seed
adoption is lower for farmers with higher inferred risk aversion. Due to
the potential correlation between access to credit and ability (or
willingness) to cope with risk, it is unclear in these studies whether
credit constraints or absence of insurance markets (or both) are the key
constraints hindering hybrid seed adoption in Malawi (and elsewhere).
Disentangling the two explanations is crucial because they call for very
different government interventions.

Our findings are also related to existing research documenting
relatively limited demand forweather insurance in developing countries.
Our theoretical model where borrowers' limited liability limits the value
of formal weather insurance is reminiscent of Rosenzweig and Wolpin
(1993),whoshowin simulations that thegain fromweather insurance for
Indian farmers is minimal due the existence of informal insurance
mechanisms that create a consumption floor. Giné et al. (in press) find
relatively low take-up (4.6%) of a standalone rainfall insurance policy
among farmers in rural Andhra Pradesh, India in 2004. Using door-to-
doormarketing visits, Cole et al. (2008) find substantially higher take-up
(27%) in 2006 among the same sample of farmers in Andhra Pradesh and
a take-up of 23% of another standalone rainfall insurance policy in rural
Gujarat, India. They also find that variations in marketing can have
substantial impacton the take-up. BothGiné et al. (inpress) andCole et al.
(2008) find, as we do in this paper, that take-up is correlated with
farmers' wealth. Their story is one of credit constraints: since the
insurance policymust be purchased at the onset of the season, coinciding
with the purchase of the other agricultural inputs (labor for land
preparation, seeds, fertilizer, etc.) there are competing uses for the cash
and only the better-off can afford the policy. In the Malawi field
5 The following quote from 1973 by Robert McNamara when he was the World Bank
president exemplifies this view: “The miracle of the Green Revolution may have
arrived, but for the most part, the poor farmer has not been able to participate in it. He
simply cannot afford to pay for the irrigation, the pesticide, the fertilizer… For the
small holder operating with virtually no capital, access to capital is crucial”.

6 See Feder et al. (1985), Just and Zilberman (1983), Besley and Case (1993).



7 Technically, ρ is the maximum feasible correlation coefficient given p and q.
Because income are rainfall are assumed binary variables, unless p=q (as we later
assume), the two variables cannot be perfectly correlated.

Fig. 1. Cutoff coefficients of relative risk aversion when ϕ=0 and ρN0.
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experiment we examine in the current paper, there is also a deposit that
needs to be paid upfront, but the fact that wealth and income matter for
the insured loan but not for the uninsured loan suggest that something
other than credit constraints may be at play.

The remainder of this paper is organized as follows. In Section 2we
present a simple model that is consistent with the lower take-up in
the insured group. In Section 3 we describe the experimental design
and the survey data. We describe the main empirical results on the
impact of the insurance on take-up in Section 4, and then in Section 5
explore the determinants of take-up separately in the treatment and
control groups. Section 6 discusses additional explanations for lower
take-up in the insured group. Section 7 concludes. The Appendix
provides further details on the variables used in the empirical analysis.

2. A simple model

Why were farmers less likely to take-up the loan for the hybrid or
improved seeds when it was bundled with insurance? To fix ideas, we
present a simple model of a risk-averse household that is deciding
whether or not to take-up the package. The benchmark model predicts
that the value that farmers attach to the explicit insurance bundled with
the loan is negatively related to the implicit insurance in the loan contract
provided by the limited liability constraint. Indeed, when the maximum
that lenders can seize is the value of production, the loan contract
provides insurance to borrowers because repayment is already con-
tingent: in case of production failure, borrowers repay less. Under certain
conditions, risk-averse agents couldprefernot to adopt thehybrid seeds if
the loanwas bundled with insurance at an actuarially fair price, but they
would adopt them if a standard (uninsured) loan contract was offered. If,
on the other hand, farmers could always repay the bank, the loanwould
no longer provide implicit insurance because the limited liability
constraint would never bind. In this case, a risk-averse farmer should
be unambiguously better-off when the loan is bundled with insurance.

To formalize the argument, imagine a farmer that can grow a crop
using either traditional or hybrid seeds. Output from traditional seeds is
YT. Hybrid seeds have higher average yields but are riskier: YH with
probability p and YL with probability 1−p and YTbpYH+(1−p)YL. In
addition, the seeds are costly, so assuming no liquid wealth, the farmer
needs to borrow from a bank to be able to purchase them. Assume that
the bankoffers a standard debt contract (uninsured loan) at interest rate
r and that the cost of the hybrid seeds is C. Borrowers pledge illiquid
assets W as collateral, and we assume that WN(1+r)C=R , that is, the
value of the collateral is enough to cover the repayment of the loan R. In
case of a default, the lender can seize up to the full value of farm output
(YH or YL), but only seizes other assetswith probabilityϕ. The probability
ϕ can be seen as the perceived likelihood that assetswill be seized by the
bank, so that any value ofϕb1 represents imperfect enforcementof loan
contracts. Inpractice, this probability is influenced by recovery costs and
the reputation that the lender has built by chasing after defaulters.

If the farmer plants the traditional seeds, the utility of the farmer is
UT=u(YT+W) , where the subscript T denotes usage of traditional seeds.

In contrast, if the farmer decides to adopt the hybrid seeds, then
consumption in the high state is cH=YH−R+W, where again R=(1+ r)C
is the amount to be repaid to the bank. If the low state is realized,
consumption will depend on whether realized output is high enough
to cover the amount owed to the bank. When it is not, that is, when
YLbR, then consumption is given by cL=YL−R+W if the bank seizes
part of the collateral to recover the repayment. Otherwise, consump-
tion will be cL=W since the borrower's liability is limited to realized
output. The expected utility of adopting the hybrid seeds is

UU ¼ pu YH−RþWð Þ þ 1−pð Þ �u YL−RþWð Þ þ 1−�ð Þu Wð Þ½ � if YLbR; ð1Þ
where subscript U denotes uninsured loan. If, on the other hand, low
output suffices to repay the bank, then

UU ¼ pu YH−RþWð Þ þ 1−pð Þu YL−RþWð Þ; if YLzR: ð2Þ

Suppose now that banks offer a bundle of credit with rainfall
insurance (insured loan). Rainfall can take on two values, low rain l
and high rain h, with a probability of high rain of q. Let ρ be the
correlation between rainfall and income.7 Using the definition of
correlation, and letting e ¼ ρ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p 1−pð Þq 1−qð Þp

, we can write the joint
probabilities of income and rainfall as Pr(YH, h)=pq+ε, Pr(YH, l)=p(1−q)−ε,
Pr(YL, h)=(1−p)q−ε and Pr(YL, l)=(1−p)(1−q)+ε.



8 In focus groups with farmers, few suggested having heard stories about someone
they did not know having lost his assets after defaulting on a loan, but they all knew
defaulters first-hand and none had their assets seized.
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If rainfall is low, the insurance pays out the principal and interest,
which now includes the cost of the hybrid seeds C and the insurance
premium π. Thus, RI=(1+r)(C+π) where the premium, if priced fairly,
solves (1+r)π=(1−q)RI which simplifies to π ¼ 1−q

q C. Combining both
expressions,we canwrite the amount to be repaidunder the insured loan
as a function of the uninsured loan amount to be repaid, yielding RI ¼ R

q.
For simplicity, we now set the probabilities to p=q=1/2. In this

case, expected utility of adopting the hybrid seeds with an insured
loan if income in the low state cannot cover the bank repayment
(YLb2R) can be written as

UI ¼ 1þ ρð Þ
4

u YH−2RþWð Þ þ 1−ρð Þ
4

u YH þWð Þ

þ 1−ρð Þ
4

�u YL−2RþWð Þ þ 1−�ð Þu Wð Þ½ � þ 1−ρð Þ
4

u YL þWð Þ ð3Þ

where the first term on the right hand side is the joint probability of
YH and h times the utility in that state, and the rest of the terms are the
joint probabilities of YH and l, YL and h and YL and l, multiplied by the
utility in the respective states of nature.

In the casewhere income in the lowstate cancover bank repaymentR,

UI ¼ 1þ ρð Þ
4

u YH−2RþWð Þ þ 1−ρð Þ
4

u YH þWð Þ

þ 1−ρð Þ
4

u YL−2RþWð Þ þ 1−ρð Þ
4

u YL þWð Þ ð4Þ

where the probability of collateral foreclosure ϕ does not appear
because the borrower always has enough output to repay the bank.

Notice that without basis risk, that is, when ρ=1, no repayment is
due when YL is realized. More importantly, if collateral was never
seized, that is, if ϕ=0, then when YL=0 the uninsured loan would be
strictly preferred to the insured loan. More formally,

UU ¼ 1
2
u YH−RþWð Þ þ 1

2
u Wð ÞN1

2
u YH−2RþWð Þ1

2
u Wð Þ ¼ UI:

When limited liability binds, if output in the low state is zero or,
more generally, low enough, then consumption in the low state is
similar under each type of loan, but consumption in the high state is
far lower when the insured loan is taken because the amount to be
repaid includes the premium.

In order to understand when an insured loanwill be preferred to a
standard one (uninsured), we now specialize the utility function to be
CRRA. Thus,

u cð Þ ¼ c1−σ

1−σ
;0 b σ b 1:

Our objective is to find the coefficient of relative risk aversion σTU

as a function of output in the low state YL that leaves a farmer
indifferent between adopting the hybrid seeds (and therefore
borrowing) without insurance and using the traditional seeds. If the
farmer's coefficient of risk aversion satisfies σ≤σTU, the farmer will
adopt the hybrid seeds, otherwise, he or she will prefer to use the
traditional ones. The coefficient σTU satisfies UT(σTU)=UU(σTU), which
unfortunately does not have a closed form solution.

The analogous cutoff coefficient σTI for the insured loan satisfies UT

(σTI)=UI(σTI).
Fig. 1 plots the cutoff coefficient of relative risk aversion σTU and

σTI as a function of income in the low state YL assuming that ϕ=0 and
ρN0. For a given YL, if σbσTU(σ N σTU), the farmer would prefer (not)
to adopt the hybrid seeds if offered the uninsured loan. Analogously, if
σbσTI(σNσTI), the farmerwould prefer (not) to adopt the hybrid seeds
if offered the insured loan.

Notice that when YLbR, the farmer consumes W regardless of YL
which is seized by the bank due to limited liability and so the cutoff σTU

(YL) is constant because it does not depend on YL. If, more generally, the
bank can seize assetsWwith probability ϕN0, then consumption in the
low state does depend on YL, because cL=YL−R+W with probability ϕ.
(With probability 1−ϕ, consumption in the low state is cL=W). When
ϕN0, the cutoff coefficient of relative risk aversion σTU(YL) will be
increasing in YL with a slope proportional to ϕN0. Notice also that σTI

(YL) is increasing in YL through Eq. (3) even if ϕ=0. When the insured
loan is taken, consumption in the low state if the insurance pays out is
given by cL=YL+W, which clearly depends positively on YL. The intuition
here is that the higher the level of YL, the higher the farmer's default cost
(themore the farmer “stands to lose”upondefault via confiscation of his
or her output), and so the more valuable is an insured loan.

We are now interested in determining under what conditions a
farmerwill prefer the insured loan to the uninsured one. In otherwords,
when will σTINσTU? Fig. 1 shows that there is a threshold level ŶLbR
such that if YLb ŶL, then σTIbσTU, and σTI≥σTU if YL≥YL. Therefore, if
income in the low state is low enough, the uninsured loan contract is
already providing enough implicit insurance. Thus some farmers would
adopt the hybrid seeds if offered the uninsured loan, butwould prefer to
grow the traditional seeds if offered the insured loan since explicit
insurance is too expensive relative to its value.

In sum, Fig. 1 shows that there are situations in which more
farmers would adopt the hybrid seeds with an uninsured loan than
with an insured one. Limited liability turns out to be a key factor in
limiting the value of the insurance policy.

3. Experimental design and survey data

The experiment was carried out as a collaborative effort among
several partners: the National Smallholder Farmers Association of
Malawi (NASFAM), Opportunity International Bank of Malawi (OIBM),
the Malawi Rural Finance Corporation (MRFC), the Insurance
Association of Malawi (IAM), and the Commodity Risk Management
Group (CRMG) of the World Bank. NASFAM is an NGO that provides
technical assistance and marketing services to nearly 100,000 farmers
in Malawi. It is by far the largest farmer association in the country. The
farmers in the study were current NASFAM members. NASFAM field
officers disseminated the information on the insured and uninsured
loans to farmers, and handled the logistics of supplying farmers with
the hybrid seeds purchased on credit. OIBM and MRFC are micro-
finance lenders and provided the credit for purchase of the hybrid
seeds. OIBM is a member of the global Opportunity International
network of microfinance institutions, while MRFC is a government-
owned corporation. IAM designed and underwrote the actual
insurance policies with technical assistance from the World Bank.

The microfinance institutions offered the loans for the hybrid seeds
as group liability contracts for clubs of 10–20 farmers. Take-up of the
loan was an individual decision, but the subset of farmers who took up
the loan was told that they were jointly liable for each others' loans. In
practice, however, joint liability schemes inMalawi are seldomenforced.
When a default occurs, lendersmayat best seize the defaulter'smovable
assets, such as furniture or a TV set, but even this happens only rarely.8

NASFAM contacted clubs in June and July 2006 and offered them the
opportunity tobe included in the study.Our studysample consists of 159
clubs from four different regions of central Malawi: Lilongwe North,
Mchinji, Kasungu, and Nkhotakota. Fig. 2 shows the study locations. In
these clubs there were 787 farmers who agreed to be part of the study
and were available to be surveyed in the following September.

Tominimize concerns about fairness if farmers discovered that other
farmers in the study were being treated differently, the treatments were
randomized at the level of 32 localities. Each locality has roughly 5 clubs
from neighboring villages. Localities were randomized into two equal
sized groups: 16 “uninsured” (control) localities and 16 insured



Fig. 2. Malawi study areas.
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(treatment) localities. Fig. 3 plots the location of control (in red) and
treatment (inblack) farmers. The394 farmers from “uninsured” localities
were simply offered a loan (standard debt contract) for the hybrid seeds,
while the 393 farmers from “insured” localitieswere not only offered the
loan for the hybrid seeds (identical to the “uninsured” one) but they also
received a rainfall insurancepolicywith an approximately actuarially fair
premium. In this insured loan group, farmers were required to take the
insurance if they wanted the loan package.

Farmers were given the option to purchase an improved ground-
nut only or improved groundnut and a hybridmaize seed and fertilizer
package.9 In order to obtain either package, a deposit of 12.5% of the
package amount was required in advance. The uninsured groundnut
loan package provided enough seed (32 kg) of an improved variety
(ICGV-SM 90704) for planting on 1 acre of land, with a total of MK
4692.00 to be repaid at harvest time 10 months later (roughly US
$33.51).10 Of this total repayment, MK 3680 was the cost of seed and
9 The option of a maize seed and fertilizer only was not given because maize is
typically for consumption, and thus NASFAM and the lenders wanted to ensure
repayment of the loan using the proceeds from the sale of groundnut, a cash crop.
10 In October 2006, roughly 140 Malawi kwacha (MK) were convertible to US$1.
MK 1012.00 was interest.11 Farmers offered the insured groundnut
package were in addition charged for the insurance premium, which
ranged from MK 297.98 in Nkhotahota to MK 529.77 in Lilongwe
(about 6 to 10% of the uninsured principal) so that the total repayment
due at harvest time was between MK 5130.07 and MK 5367.45
(roughly US$36.23–US$38.34). In field trials, the improved groundnut
variety performed better than traditional varieties along several
dimensions. It had higher yields, was less susceptible to drought, had a
shorter maturation period, exhibited greater disease resistance, and
had higher oil content.

Corresponding costs for the hybridmaize package (which provided
inputs sufficient for 1/2 acre of land) were as follows: MK 3900 for
seeds and fertilizer for a total uninsured package of MK 4972.50 (US
$35.52) and an insurance premium that ranged from MK647.16 to MK
1082.29, depending on the reference weather station. Like the
improved groundnut seed, hybrid maize is bred to be disease resistant
and high-yielding. In pre-release trials in mid-altitude areas of
Malawi, DK 8051 had higher yield than all comparison varieties. It
outperformed the trial mean by 12.7%, and outperformed MH18,
11 The annual interest rate for loans in this study was 33%, but because the loan was
over a 10-month period, the rate charged was 27.5% (33%×10/12).



Fig. 3. Farmer locations in central Malawi study areas. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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another hybrid variety used by farmers in our sample, by 32.7%. The
DK8051 is also resistant to common diseases including GLS, leaf blight,
and other conditions (Wessels, 2001).12

Output on farms planted with hybrid varieties of seeds is still
sensitive to rainfall (Mwale et al., 2006; Nigam et al., 2006), which
potentially makes weather insuranceworthwhile for the hybrid seeds.
The insurance policy bundled with the loan pays out a proportion (or
the totality) of the principal and interest depending on the level of
rainfall. In other words, the insured loan is in essence a contingent loan
whose repayment amount depends on the realization of rainfall at the
nearest weather station. The coverage for both maize and groundnut
policies is for the rainy season, which is the prime cropping season,
running from September to March. The contract divides the cropping
season into three phases (sowing, podding/flowering and harvest) and
pays out if rainfall levels fall below particular threshold or “trigger”
values during each phase. As Fig. 4 shows for a given phase, an upper
and lower threshold is specified for each of the three phases. If
accumulated rainfall exceeds the upper threshold, the policy pays zero
for that phase. Otherwise, the policy pays a fixed amount for each
millimeter of rainfall below the threshold, until the lower threshold is
reached. If rainfall falls below the lower threshold, the policy pays a
fixed, higher payout. The total payout for the cropping season is then
simply the sum of payouts across the three phases. The maximum
payout corresponds to the total loan amount plus the premium and
the interest payment.

The timing of the phases, thresholds and other parameters of the
model were determined using crop models specific to improved
12 Although the improved seeds appear less risky in field trials, farmers may not
necessarily know this, or may require a period of learning about appropriate farming
techniques before being able to realize such improvements. So in the short run the
improved seeds may still be more risky.
groundnut and hybrid maize as well as interactions with individual
farmers. During the baseline survey, when farmers were asked what
affects groundnut production the most, close to 70% said rainfall, and
less than 20% said pests, the next reason in importance. The upper
threshold corresponds to the crop's water requirement or the average
accumulated rainfall at the rainfall gauge (whichever is lowest), while
the second trigger is intended to capture the water requirement
necessary to avoid complete harvest failure. Translated into financial
market terminology, the relationship between rainfall and payoffs
resembles a “put spread” option for each phase.

The weather insurance policy was customized to each of the four
project regions. Payouts were based on the rainfall readings at the
Fig. 4. Insurance policy. The rainfall insurance policy divides the cropping season into
three phases. The graph below shows how rainfall during the phase translates into the
insurance payout for one phase.



Table 1
Summary statistics (September–October 2006)

Variable Mean S.D. Min. 10th
pct.

Median 90th
pct.

Max. Num.
obs.

Take-up (indicator) 0.25 0.43 0 0 0 1 1 787
Treatment (indicator) 0.50 0.50 0 0 0 1 1 787
Female (indicator) 0.44 0.50 0 0 0 1 1 787
Household is female
headed (indicator)

0.12 0.33 0 0 0 1 1 787

Years of schooling 5.34 3.50 0 0 5 10 12 787
Risk aversion
(self-reported)

2.59 3.29 0 0 0 10 10 787

Age 40.64 12.50 13 26 39 58 86 787
Land owned (acres) 7.10 8.32 0 2 5 13 108 787
House quality −0.03 1.27 −0.91 −0.85 −0.73 2.59 3.10 787
Net income
(MK 100,000)

0.26 1.50 −2.15 −0.01 0.09 0.45 37.12 787

Notes — Data are from the Malawi Technology Adoption and Risk Initiative (MTARI)
farm household survey in September–October 2006. All variables refer to respondent or
respondent's household. See Appendix for variable definitions.
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closest weather station to the individual in question (there was a
separate station for Lilongwe North, Kasungu, Nkhotakota, and
Mchinji). The insurance policy was priced at the actuarially fair
premium,13 plus a 17.5% government-mandated surtax.14 Therefore
the premiumwas lower in places where the likelihood of a bad rainfall
shock is lower.15

All farmers in the study were administered a household socio-
economic survey in September 2006. The survey covered income,
education, assets, income-generating activities (including detailed
information on crop production and crop choice), measures of risk
aversion, and knowledge about financial products such as credit and
insurance.

After the completion of the survey, an orientation meeting was
held in each of the 32 localities in October 2006 where NASFAM field
officers explained the loan product being offered (insured or
uninsured) to the study farmers. Farmers then had two weeks to
decide whether to take-up the loan, which required a deposit of 12.5%
of the loan amount at the local NASFAM field office. Seeds and
fertilizer were then delivered to pre-specified collection points near
the club meeting place, and planting occurred with the beginning of
the rains in November.

Summary statistics from the baseline survey are presented inTable 1,
and variable definitions are provided in the Appendix.
13 To be clear, computing the actuarially fair premium on the insurance policy is
straightforward, because payouts depend solely on the occurrence of well-defined
meteorological events. Historical data from the same weather stations that are used to
determine payouts provide the probability distribution of the weather events. The
actuarially fair premium is then simply the expected payout of the policy given the
historical distribution of the weather events.
14 The policy was designed by the Insurance Association of Malawi with the technical
assistance from the World Bank. Because the World Bank was also involved in the
design of the stand-alone weather insurance policies in India, they share a very similar
design. The introduction of weather insurance in India is studied in Giné et al. (in
press) and Cole et al. (2008).
15 If borrowers did not value insurance, then one should expect take-up of the
insured loan to be higher in areas with lower premiums. If, on the contrary, borrowers
valued insurance, then the demand for insurance would be correlated with the
occurrence of the insured event, and therefore higher demand would be associated
with higher premiums, in which case the correlation would be zero. We tested
whether take-up was higher in areas with lower premiums and found that while point
estimates are in the expected direction (higher take-up with lower premiums), the
limited amount of variation in premiums leads to large standard errors so that we
cannot reject the null that premiums are unrelated with take-up (results available
from authors on request).
4. Empirical results

In what follows, the “treatment group” refers to farmers who were
offered the insured loan, and the “control group” refers to farmers
offered the uninsured loan. Randomization of treatment should
ensure that treatment and control groups have similar baseline
characteristics on average. To check this, Table 2 presents means of
several key farmer and household characteristics for the treatment
and control groups, as well as the p-value of the F-test that the
difference in means is statistically significantly different from zero.

For nearly all the variables presented (gender of the respondent,
female headship of the respondent's household, self-reported risk
aversion, respondent's age, land ownership, an index of housing
quality constructed from indicators for various household ame-
nities, and net income), the difference in means is not statistically
different from zero. The sole exception is that years of education
among treatment group respondents is 0.84 years lower than in the
control group, and this difference is statistically significant at the
10% level. As farmer years of education is a key variable (and will
later be shown to be positively correlated with take-up), this is
unfortunate. However, we will provide evidence later that lower
education in the treatment group can only go a very small way
towards explaining their lower take-up rates. We also take comfort
in the fact that we cannot reject the hypothesis that all the variables
are jointly insignificant in predicting treatment status (the F-test
yields a p-value of 0.31).

Because the treatment is assigned randomly at the locality level,
the impact of the treatment on take-up of the hybrid seed loan can be
estimated via the following regression equation:

Yij ¼ α þ βIj þ δXij þ �j þ eij; ð5Þ

where Yij=adoption decision for individual i in locality j (1 if adopting
and 0 otherwise), Ij is insurance status (1 if the loan is insured and 0
otherwise), Xij are individual-level baseline control variables, and ϕj

are fixed effects for four study regions. εij is a mean-zero error term.
Treatment assignment at the locality level creates spatial correlation
among farmers within the same locality, so we report standard errors
that are clustered at the locality level (Moulton, 1986). There is a
concern that significance tests based on clustered standard errors may
overreject the null when the number of clusters is “small” (Bertrand,
Duflo and Mullainathan 2004; Cameron et al., 2008).16 Therefore, we
also report p-values derived from a bootstrapping procedure that
Cameron et al. (2008) have demonstrated has good size properties
with small numbers of clusters (as few as 5).17

The coefficient β on the insurance dummy variable is the impact of
being offered the insured loan on adoption, and answers the question
“How much does insurance raise demand for the hybrid seed loan?”
Due to the randomization of treatment, controls for baseline variables
should not strictly be necessary, and in practice have little effect on the
estimated treatment effect β, but they do help absorb residual
variation and reduce standard errors. In addition, it is useful to
include a control for farmer education because, as discussed above,
the locality-level randomization failed to eliminate statistically
16 To be sure, it is not clear that 32 should be considered a “small” number of clusters.
In Cameron et al. (2008), clustered standard errors perform quite well for the 30-
cluster case, and Bertrand et al. (2004) find in their CPS application that clustered
standard errors do not lead to overrejection of the null hypothesis for as few as 20
clusters (see their Table 8).
17 The bootstrap procedure resamples residuals using so-called Rademacher weights
(equal probabilities for 1 or −1) to obtain a new sampling of residuals from a restricted
regression that imposes the null hypothesis in each of 999 replications. In each
pseudo-sample, the Wald test statistic from OLS estimation with clustered standard
errors is calculated for the statistical significance of the coefficient on “Treatment”
being different from the null. The location of the original Wald test statistic in the
distribution of bootstrapped Wald test statistics provides the bootstrapped p-value.



Table 4
Testing against alternative null hypotheses

Regression (coefficient estimates in Table 3)

(1) (2) (3) (4) (5)

Null=0.05
Clustered s.e. p-value: 0.060 0.020 0.026 0.016 0.015
Bootstrapped p-value: 0.068 0.056 0.066 0.048 0.048

Null=0.10
Clustered s.e. p-value: 0.019 0.003 0.005 0.002 0.002
Bootstrapped p-value: 0.044 0.016 0.024 0.014 0.016

p-values from test of significance of “Treatment” coefficient vs. alternative null
hypotheses.
Notes — Table reports p-values from test of significance of Treatment indicator against
alternative null hypotheses, for clustered standard errors vs. bootstrapping. Original
regression coefficients reported in Table 3 for columns 1–5 respectively. Bootstrapped
p-values for Treatment indicator obtained via wild bootstrap with Rademacher
weights and imposing null hypothesis, as in Camerone et al. (2008).

Table 2
Differences in means, treatment vs. control group (September–October 2006)

Variable Treatment mean Control mean Difference p-value

Female (indicator) 0.443 0.445 −0.002 0.975
Household is female
headed (indicator)

0.125 0.119 0.006 0.852

Years of schooling 4.919 5.760 −0.841⁎ 0.062
Risk aversion (self-reported) 2.632 2.564 0.068 0.779
Age 40.936 40.357 0.579 0.759
Land owned 6.440 7.759 −1.319 0.117
House quality −0.144 0.087 −0.231 0.228
Net income (MK 100,000) 0.202 0.316 −0.114 0.364

⁎Significant at 10%; ⁎⁎Significant at 5%; ⁎⁎⁎Significant at 1%.
Notes — Table presents means of key variables for treatment group (farmers offered
insured loan) and control group (farmers offered uninsured loan) in September –

October 2006, prior to treatment. p-value is for F-test of difference in means across
treatment and control groups, and accounts for clustering at level of 32 localities. See
Appendix for variable definitions.
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significant (at the 10% level) differences between the education levels
of treatment and control respondents.

Table 3 presents estimates of regression Eq. (5) in specifications
with various combinations of baseline control variables. Column 1
presents the simplest possible specification, where the only right hand
side variable is the indicator for treatment. The treatment effect
(−0.154) is negative and large inmagnitude, although the coefficient is
not statistically significantly different from zero at conventional levels
(the p-value implied by clustered standard errors is 0.155, and the
bootstrapped p-value is 0.198).
Table 3
Impact of insurance on take-up of loan for hybrid seeds (ordinary least-squares estimates)

(1) (2) (3) (4) (5)

Treatment indicator −0.154 −0.141 −0.132 −0.128 −0.134
[0.109] [0.082]⁎ [0.082] [0.074]⁎ [0.076]⁎

Clustered s.e. p-value: 0.155 0.085 0.107 0.082 0.077
Bootstrapped p-value: 0.198 0.116 0.140 0.120 0.110

Female (indicator) −0.027 −0.036 −0.039
[0.031] [0.034] [0.035]

Household is female
headed (indicator)

0.038 0.054 0.049
[0.053] [0.053] [0.051]

Years of schooling 0.010
[0.005]⁎

Age 0.002
[0.001]

Land owned 0.001
[0.002]

House quality 0.016 0.015 0.016
[0.018] [0.018] [0.017]

Net income (MK 100,000) 0.009
[0.014]

Region fixed effects Y Y Y Y
Indicators for 5-year age categories Y Y
Land quintile indicators Y Y
Income quintile indicators Y
Education quintile indicators Y
Mean dependent variable 0.253 0.253 0.253 0.253 0.253
Observations 787 787 787 787 787
R-squared 0.03 0.13 0.15 0.17 0.17

Dependent variable: Respondent took up loan for November 2006 planting season.
⁎Significant at 10%; ⁎⁎Significant at 5%; ⁎⁎⁎Significant at 1%.
Notes — Standard errors clustered by 32 localities in square brackets. Dependent
variable equal to 1 if respondent took up loan for November 2006 planting season, and 0
otherwise. Treatment indicator is 1 if loan is insured (respondent is in treatment group),
0 otherwise (respondent is in control group). Region fixed effects are for four study
regions (Lilongwe North, Kasungu, Mchinji, and Nkhotakota). See Appendix for variable
definitions and quantile indicators. Bootstrapped p-values for Treatment indicator
obtained via wild bootstrap with Rademacher weights and imposing null hypothesis, as
in Cameron et al. (2008).
Additional control variables for baseline characteristics in subse-
quent columns add explanatory power to the regression (as reflected
in rising R-squared) and so help reduce the standard error on the
treatment coefficient while having minimal effects on the coefficient
point estimate. Column 2 adds fixed effects for the four study regions,
which reduces themagnitude of the point estimate slightly (to −0.141).
The coefficient is now statistically significant at the 10% level with
clustered p-values, and is marginally significant (p-value 0.116) with
bootstrapping.

In column 3, a variety of other control variables are additionally
included in the regression (genderof the respondent, female headship of
the respondent's household, household income, respondent's educa-
tion, respondent's age, acres of land ownership, an index of housing
quality and net income). The coefficient declines slightly to −0.132 as a
result, and with both types of p-values the coefficient is only marginally
significant (clustered and bootstrapped p-values are 0.107 and 0.140,
respectively).

Column 4 allows for more flexible functional forms for the
continuous baseline control variables (respondent's education, house-
hold income, respondent's age, land ownership) by including dummy
variables for each quintile of these variables. The coefficient estimate is
now −0.128 and it has become slightly more precise. With clustered
standard errors the p-value is 0.082, andwith bootstrapping it is 0.120.

Finally, because treatment farmers are less educated on average
than control farmers, it is important to understand whether the
control for respondent's years of education makes a substantial
difference in the estimated coefficient. In column 5, the dummy
variables for education are dropped from the regression. As it turns
out, dropping these controls has very little effect: the coefficient and
significance levels are very similar to those in the previous column
where the education dummy variables are included.

Given themarginal or close-to-marginal significance levels, Table 3's
results are at best suggestive evidence that bundling insurancewith the
hybrid seed loan led to lower take-up (by roughly 13 percentage points)
compared to the uninsured loan. Having said that, it is also of interest to
test whether we can reject null hypotheses representing modest
positive increases in take-up, such as β=0.05 or β=0.10 (increases of 5
and 10 percentage points, respectively).

Table 4 presents clustered and bootstrapped p-values from F-tests
of the statistical significance of the coefficient on Treatment vis-à-vis
the null hypotheses β=0.05 and β=0.10. Across columns of Table 4,
the coefficient on Treatment that is tested is from the corresponding
regression of Table 3.

The null of 0.05 is rejected across all regressions at conventional
levels. As expected, bootstrapped p-values are higher than clustered
ones, but even for bootstrapped p-values the 0.05 null is rejected at
significance levels of either 10% (regressions 1–3) or 5% (regressions 4
and 5). The 0.10 null is of course rejected even more strongly,



Table 5
Determinants of take-up in treatment and control groups (Ordinary least-squares estimates)

Treatment group (insured loan) Control group (uninsured loan)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

Years of schooling 0.014⁎⁎ 0.011⁎ −0.001 −0.002
[0.005] [0.005] [0.008] [0.009]

Net income (MK 100,000) 0.098 0.075 0.004 0.003
[0.059] [0.053] [0.010] [0.010]

House quality 0.041 0.027 0.011 0.011
[0.027] [0.030] [0.022] [0.022]

Land owned 0.001 0.001 0.001 0.001
[0.003] [0.003] [0.002] [0.002]

Risk aversion (self-reported) −0.008 −0.008 −0.015⁎⁎⁎ −0.015⁎⁎⁎
[0.006] [0.006] [0.004] [0.004]

Region fixed effects Y Y Y Y Y Y Y Y Y Y Y Y
Mean dependent variable 0.176 0.176 0.176 0.176 0.176 1.176 0.330 0.330 0.330 0.330 0.330 0.330
Observations 393 393 393 393 393 393 394 394 394 394 394 394
R-squared 0.074 0.078 0.073 0.058 0.061 0.101 0.274 0.274 0.274 0.274 0.286 0.287

F-stat.: joint signif. of first 4 independent variables 3.446 F-stat.: joint signif. of first 4 independent variables 0.113
p-value 0.03 p-value 0.98

Dependent variable: Respondent took up loan for November 2006 planting season.
⁎Significant at 10%; ⁎⁎Significant at 5%; ⁎⁎⁎Significant at 1%.
Notes — Standard errors clustered by localities in square brackets. Dependent variable equal to 1 if respondent took up loan for November 2006 planting season, and 0 otherwise.
Omitted region indicator is for Kasungu. See Appendix for variable definitions.
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achieving the 5% significance level in all regressions for bootstrapped
p-values (and achieving the 1% level for clustered standard errors in 4
out of 5 regressions).

In sum, we can reject at conventional significance levels the
hypothesis that bundling weather insurancewith the hybrid seed loan
led to an increase in take-up of 5 percentage points or more (which,
compared to the 33% take-up rate in the control group, would have
been an effect of only modest magnitude).

These results are consistent with the theoretical model of Section
2, which predicts that if output in the low state (YL) is low enough,
fewer farmers will take-up the loan package if it is insured than if it is
not insured. This is possible because for low enough YL, limited
liability binds and farmers' consumption cannot fall below W. The
loan contract provides enough implicit insurance and thus farmers
have little interest in explicit weather insurance — and in fact will
exhibit lower demand for a loan bundled with insurance for which a
premium must be paid.

If farmers indeed placed zero value on the insurance, then the
lower demand for insured loan take-up could simply reflect the fact
that the insured loan had an effectively higher interest rate (due to the
insurance premium charged). Compared with the annual interest for
the uninsured loan (27.5%), effective interest rates on the insured loan
for a farmerwho did not value the insurancewere substantially higher
(but varied according to location because of differing probabilities of
the rainfall events). Such a farmer taking out an insured groundnut
loan faced an effective interest rate ranging from 37.8% to 44.4%,
depending on the area. This represents an increase in the effective
interest rate due to the insurance premium of from 37.5% at the low
end to 61.3% at the high end. Comparing this to the 39.4% decline in
take-up associated with the insured loan (13 percentage points off the
base of 33.0%), this would imply an interest rate elasticity of credit
demand ranging from 0.64 to 1.05.18

5. Determinants of take-up of insured and uninsured loans

The theoretical model presented in Section 2 also makes testable
predictions regarding the characteristics of farmers that should
18 These elasticities are not out of line with the one existing randomized study we are
aware of on the interest rate elasticity of credit demand. Karlan and Zinman (2008)
find that interest rate increases exhibit an interest rate elasticity of greater than 1 in
urban South Africa.
predict take-up for farmers offered the insured and uninsured loans.
In Fig. 1, starting from low levels of low-state income (YL), increases in
YL initially have no relationship with adoption of the uninsured loan
because the risk-aversion coefficient cutoff is flat until YL=R (for YLbR,
the bank confiscates income up to the loan repayment amount R and
so there is no variation in income in the low state, since ϕ=0).
However, for the insured loan, an increase in low-state income should
lead to higher take-up. In Fig. 1, the risk-aversion coefficient cutoff line
(the dotted line) slopes upward: as YL rises, the risk-aversion cutoff for
adoption rises, and so more individuals in the population choose to
adopt.

A sensible empirical test would be to regress the take-up indicator
on a measure of YL, separately for the treatment (insured loan) and
control (uninsured loan) groups. Because nomeasure of YL is available,
instead we examine independent variables related to the farmer's
education, income, and wealth. This requires an assumption that
farmers with higher education, income, or wealth also have higher
income in the low state, perhaps because they are more likely to
follow risk-reducing farming practices (they may be more likely to
have made irrigation investments, may have better knowledge about
avoiding low output realizations, etc.).

Table 5 presents coefficient estimates from such regressions,
separately for farmers in the two different treatment conditions.
Columns 1 to 6 are regressions for the treatment (insured loan) group,
and columns 7 to 12 are for the control (uninsured loan) group. All
regressions in the table include region fixed effects plus a constant.

The regressions for the treatment group indicate a positive
relationship between take-up on the one hand, and farmer education,
income, and wealth on the other. In columns 1 to 4, the take-up
indicator is regressed separately on (respectively) the respondent's
years of schooling, net income, house quality, and acres of land owned.
In each regression the coefficient is positive, and the coefficient on
years of schooling is statistically significantly different from zero at the
5% level. The coefficients on net income and house quality are
marginally significant. In column 6, all four of these variables are
included on the right hand side, and an F-test of the joint significance
of the coefficients on these four independent variables rejects the null
that they are jointly statistically insignificant with a p-value of 0.03.

By contrast, there is no indication that farmer education, income,
and wealth is related with loan take-up in the control group. In the
corresponding regressions for the control group in columns 7–10,
none of the four variables of interest are even marginally statistically
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significantly different from zero, and the F-test of the joint significance
of the coefficients on these four variables does not reject the null that
they are jointly statistically insignificant (the p-value is 0.98).

If farmer education, income, and wealth are plausible proxies for
low-state income (YL), and if farmers in the study can plausibly be
thought to be in the region of Fig. 1 where low-state income is low
enough (below the repayment amount R), these results are consistent
with the model's predictions: loan take-up will be uncorrelated with
YL when farmers are offered the uninsured loan, and positively
correlated when farmers are offered the insured loan.

Another result of interest in Table 5 is that take-up of the uninsured
loan is negatively associated with farmers' self-reported risk aversion.
In columns 11 and 12, the coefficient on risk tolerance (−0.015) is
negative and statistically significantly different from zero at the 1%
level. A one-point increase in self-reported risk aversion (on a scale of
0–10) leads to a 1.5 percentage point decrease in the likelihood of
taking up the uninsured loan. The relationship between self-reported
risk aversion and take-up is also negative for farmers offered the
insured loan, although the coefficient is smaller in magnitude
(−0.008) and is not statistically significantly different from zero.
These results are consistent with the theoretical model: individuals
with higher risk aversion (for given YL) are more likely to be located
above the risk-aversion cutoff line in Fig.1 and to decide not to take-up
the loan.

6. Other potential explanations for take-up differences

It is useful at this point to address other potential explanations for
the difference in take-up across the treatment and control groups.

Given that education is positively correlated with take-up of the
insured loan, a valid concern is that some part of the observed
difference in take-up between the treatment and control groups may
be due to the fact that the treatment group had 0.841 fewer years of
education on average than the control group (see Table 2). The
coefficient on education in column 6 of Table 5 indicates that this
difference in average years of education should account for roughly
0.0093 (0.93 percentage points) of the take-up difference between the
two groups — a measurable amount, but not nearly enough to explain
the full take-up difference of roughly 13 percentage points.

It is also possible that farmers may have been uncertain about the
risk characteristics of the hybrid seeds, and took the fact that they
were offered insurance as a signal from NASFAM that the seeds were
riskier than they would have thought otherwise. Lower take-up of the
credit plus insurance product would then be a rational response.

Basis risk may also have been a problem: the insurance policy may
simply have been designed in such a way that it was not attractive to
farmers because it insured weather events that had little to do with
actual output on the farm. This may have been the case if the weather
stations are too far away (so that rainfall at the weather station is
poorly correlated with rainfall on the farmer's field), or if the insured
meteorological events are poorly chosen (e.g., rainfall is insured in
months that are not important for output). If basis risk is large enough,
then the insurance policy will be unattractive to farmers and our
finding that take-up of the package is lower with insurance (for which
the premium is charged) would not be surprising.

An additional possible explanation is that farmers could have
perceived the default costs as different across the two products. When
offered the uninsured loan, farmers may have thought that with some
positive probability NASFAM would not actually impose substantial
penalties if they defaulted on the loan. When the insured loan was
offered to farmers, by contrast, there could have been greater
emphasis on the fact that the lender was going to impose penalties
for nonpayment (even if the loan were to be forgiven in the event of
poor rainfall). Farmers could therefore have perceived higher costs for
default in the credit plus insurance product, leading that product to
have lower take-up.
7. Conclusion

A large body of theory and empirical work in development
economics argues that technology adoption (and income-maximizing
production choices more generally) may be hindered when returns
are risky and insurance or other financial markets are imperfect. This
paper reports the results of an experimental study that testedwhether
reducing risk induces greater demand for loans to finance technology
adoption. Nearly 800 maize and groundnut farmers in Malawi (where
by far the dominant source of production risk is the level of rainfall)
were offered credit to purchase high-yielding hybrid maize and
groundnut seeds in advance of the planting season. Farmers were
randomized into two groups that differed in whether the loan was
insured against poor rainfall. Take-upwas 33.0% for farmers whowere
offered the uninsured loan. Take-up was lower, by 13 percentage
points, among farmers offered insurance with the loan.

A potential explanation is that farmers already are implicitly
insured by the limited liability inherent in the loan contract, so that
bundling a loan with formal insurance (for which an insurance
premium is charged) is effectively an increase in the interest rate on
the loan. We offer suggestive evidence in support of this hypothesis:
among farmers offered the insured loan, take-up is positively
associated with a farmer's education, income, and wealth. These
variablesmay proxy for the farmer's default costs (the value of harvest
proceeds that could be seized by the lender), and if so should be
correlated with the benefit a farmer can expect from insurance. By
contrast, for farmers offered the uninsured loan, these characteristics
are not associated with take-up. These results help underscore the
difficulties inherent in designing effective approaches to reducing the
consequences of environmental risks for farmers so as to encourage
adoption of income-raising technologies.

The focus here has been on the farmer's demand for insurance, not
the lender's. When one takes into account the lender's perspective, a
much clearer picture emerges. For the lender, weather insurance is
likely to be an attractive way to mitigate default risk and thus, it can
become an effective risk management tool with the potential of
increasing access to credit in agriculture at lower prices.

Appendix A. Variable definitions

Data are from the Malawi Technology Adoption and Risk Initiative
(MTARI) farm household survey in September–October 2006. All
variables refer to respondent or respondent's household.

Take-up equal to 1 if respondent signed up for hybrid seed loan, 0
otherwise.

Treatment equal to 1 if respondent offered insured loan, 0 if offered
uninsured loan.

House quality is the first principal component of several binary
asset variables. Variables are defined for housing construction
materials, water source, and electricity source. In general, variables
are defined such that “1” represents a higher standard of living than
“0.” The binary asset variables used in this analysis are for brick
housing construction, non-earthen floors, metal roofs, and running
water (including water piped into the residence and water from a
public tap). Additionally, we use two variables that are exceptions to
the rule of “1” representing a higher standard of living. The first of
these is for well water, as opposed to either running water or
unimproved water sources. The second is for gas lighting, as opposed
to either electricity or solar power, or firewood, candles, or no lighting.

Net income is computed as the sum of farm profits and non farm
income, and is reported in Malawi kwachas (MK). Farm profits are the
monetary value of crops produced less the monetary cost of farming
inputs. Farming inputs include irrigation, fertilizer, chemical insecti-
cides, manure or animal penning, hired equipment such as tractors,
and hired manual labor and oxen labor. Information on farm revenue
and expenditure was collected for each plot; total farm profits are
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computed as the sum of profits over all plots farmed by an individual.
Non farm income includes wages from agricultural labor (on other
peoples' farms); wages from non-agricultural labor; wages or in-kind
wages from public works programs; remittances; benefits from
government programs; pension income; and other sources of income.
Information on these sources of income was collected for each
respondent, and added to farm profits to compute total net income.

Land owned is in acres.
Risk aversion is self-reported on 0–10 scale: higher indicates

greater aversion to risk in trying new crop varieties.
Binary variables were generated to allow flexible functional form

estimates of the impact of education, net income and land ownership
and are computed as follows. For education, the first quintile includes
thosewith 0 to 2 years of schooling; the second quintile includes those
with 3 or 4 years of schooling; the third quintile includes those with 5,
6, or 7 years of schooling; the fourth quintile includes those with
8 years of schooling; and the fifth quintile includes those with 9 to
15 years of schooling. For income, the quintile breakdown is as
follows: the first quintile includes those with net incomes of between
−215,343MK and 550MK; the second quintile includes thosewith net
incomes between 600 MK and 5380 MK; the third quintile includes
those with incomes between 5400 MK and 13,000 MK; the fourth
quintile includes those with incomes between 13,218 MK and 27,300
MK; and the fifth quintile includes those with incomes between
27,500 MK and 3,712,300 MK. Finally, five dummy variables for land
ownership represent holdings of 0 to 3 acres; 3.25 to 4 acres; 4.25 to
6 acres; 6.25 to 10 acres; and 10.25 to 108 acres, respectively. Indicator
variables for age are binary variables for the following age categories:
under age 25, 25–29, 30–34, 35–39, 40–44, 45–49, 50–54, 55–59, 60–
60, and 65 and over.
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